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Improving the Performance of Chaos-Based
Modulations Via Serial Concatenation

Francisco J. Escribano, Member, IEEE, Luis López, and Miguel A. F. Sanjuán

Abstract—This paper proposes a serially concatenated system
with an outer convolutional channel encoder and an inner chaos-
based coded modulator. With the help of the principles of symbolic
dynamics, the chaotic modulation can be described in terms of a
trellis. Owing to this, we show that the resulting system can be de-
signed and analyzed following developments made for serially con-
catenated channel codes (SCCCs) or bit-interleaved coded-mod-
ulation systems. We show how the iterative decoding algorithm
used in this concatenated framework can be analyzed through the
well-known extrinsic information transfer chart device and how
the bit error rate can be bounded using the transfer function of the
convolutional channel encoder. Comparison with a related SCCC
system in both additive white Gaussian noise and frequency-nons-
elective fading channels shows that this kind of chaos-based sys-
tems keeps the potential advantages of coded-modulation-based
systems. We are thus confident that the principles shown here can
lead to the design of competitive chaotic discrete communication
systems.

Index Terms—Channel coding, chaos, concatenated coding,
fading channels, modulation coding.

I. INTRODUCTION

T HE possibility of using chaotic signals to carry informa-
tion was first considered in 1993 [1]. This aroused a big

deal of work on chaotic communications, which became a hot
topic in both nonlinear science and engineering. The interest
in chaotic communications was due to the foreseen good prop-
erties of the chaotic signals in the fields of secure systems or
broadband multiple-access systems. In the case of secure sys-
tems, one could take advantage of the uncorrelation and unpre-
dictability of the chaotic signals to build encryption algorithms.
These are the same properties desirable for the spread sequences
of a code-division multiple-access system. On the other hand,
chaotic modulations and channel encoders derived from chaotic
systems attracted much attention, but the interest on this kind
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of chaotic communications dropped somewhat due to the bad
performance of the systems proposed so far. In fact, they did
not outperform other usual coded communication schemes, and
they did not have even better performance than uncoded systems
[2]–[5].

However, in later times and in some contexts, we have wit-
nessed the arising of some proposals with good performances as
compared with classical communication systems [6]. Some re-
cent proposals make use of the fact that chaos-based systems can
be good for secure communications [7], [8]. This has reopened
the trend of looking for efficient chaotic systems included in
classical schemes where the potentiality of chaos in the channel
could be properly exploited. Some chaos-based modulation sys-
tems working at the waveform level have already shown to be
of potential use in multipath fading channels [9]. Other kinds of
chaos-based systems working at the coding level [10]–[12] have
shown to provide good results in multiuser channels. Other re-
cent works have stressed the fact that chaos-based coded mod-
ulated systems working at a joint waveform and coding level
can be efficient in additive white Gaussian noise (AWGN) [6],
[13], [14]. It has been also shown that communications based
on highly dimensional chaotic systems and belief propagation
decoding can offer an excellent performance characterized with
thresholds [15]. Moreover, chaos-based coded-modulation sys-
tems have proved to be of potential interest in flat fading chan-
nels [16] or under intersymbol interference [17]. This relative
success, which contrasts strongly with previous state of the art,
has been achieved by building a comprehensive bridge linking
the fields of chaos theory and digital communications.

In particular, the proposal of a kind of chaos-based coded
modulations which could be seen under a trellis encoding
view [6] opened the road to evaluate such kind of encoders
in the same schemes where convolutional codes (CCs) or
trellis-coded-modulation (TCM) systems are able to yield high
coding gains. For example, it is already possible to build very
efficient coded and modulated systems using concatenation:
parallel concatenation, such as that in the so-called turbocodes
or turbo TCM (TTCM) systems [18], or serial concatenation,
such as that in serially concatenated CCs (SCCCs), serially
concatenated TCM (SCTCM) systems [18], or bit-interleaved
coded modulations (BICMs) [19].

The convolutional encoder view of the mentioned kind of
chaos-based coded modulations is much like Ungerboeck’s
TCM [18], and since the TTCM systems combining the
bandwidth-efficient TCM systems and the philosophy of tur-
bocoding offer good performance in white noise and radio
channels, it was expected that new systems built under the
same principles could lead to comparable results. This has been
ascertained in [13], where parallel concatenated chaos-based
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Fig. 1. Block diagram of the concatenated encoder, the distorting channel, and the iterative decoder.

coded modulations have shown to give coding gains as high
as with standard binary turbocodes. Another advantage of
designing systems under these similarities is that we can use
well-established tools to design the encoders and decoders and
to evaluate their performance, thus avoiding the need to start
from scratch or just relaying on complex chaos theory. The use
of the extrinsic information transfer (EXIT) charts to evaluate
the convergence of the decoding algorithm in [13] is an instance
of this.

Other examples of the success of this philosophy in chaotic
communications is the proposal of [20], where the trellis en-
coder view allowed the design of systems with serially con-
catenated channel and chaotic encoders, leading to potentially
good bit-error-rate (BER) results. However, the developments of
[20] lacked of a comprehensive study and sufficient theoretical
grounds that are fully developed here. Moreover, since systems
based on TCM are supposed to behave well in fading channels
(namely, SCTCM and BICM) [21], we extend the study of our
chaotic communications systems to frequency-nonselective Ri-
cian fading channels.

According to these aims, this paper is structured as follows.
In Section II, we will describe in detail the whole communica-
tions system, including the concatenated encoder, the channel,
and the iterative decoder. Section III will show how the behavior
of this chaos-based serially concatenated system can be under-
stood from chaos theory principles. In Section IV, we will show
how to analyze the iterative decoder with the help of the EXIT
chart tool. Section V is devoted to the calculation of bit error
probability bounds. Section VI will show the simulation results
and the validation of the previous analysis. Finally, Section VII
is devoted to the conclusions.

II. SYSTEM MODEL

A. Concatenated Encoder

As stated, this paper deals with a serially concatenated
system with interleavers, where we make use of chaos-based
coded modulations instead of standard channel encoders or
TCM systems. According to this, we will call this system
serially concatenated chaos-coded modulation (SCCCM),
whose corresponding scheme can be seen in Fig. 1. We have,
as outer encoder, a CC of rate , which accepts as input an
independent and identically distributed (i.i.d.) binary sequence

and produces a convolutionally coded binary sequence .
This outer CC can be either recursive or nonrecursive [22]. As
the interleaver works with input bit blocks of size to produce
the scrambled sequence and as we perform trellis termina-
tion in the CC, each input block for the inner encoder will be
produced by a message sequence of size ,
where is the constraint length of the CC and is

its memory length. The interleaver considered here will be an
S-Random interleaver [18], where the permutation function is
chosen in a semirandom basis. This function will map an index

into an index , so that the bit in position , i.e., , at the
output of the outer encoder will be taken as a bit in position ,
i.e., , at the input of the inner encoder. The index permuta-
tion is chosen according to the following algorithm.

1) Choose an integer .
2) For index corresponding to position , draw a random

number between 1 and .
3) If has not been chosen before, verify if the previously

chosen indexes lie at least at a distance of from , i.e.,
for .

4) If satisfies the conditions, keep it as and proceed
until all indexes are chosen.

This algorithm converges in a reasonable time when is chosen
according to

(1)

When , we have a purely random interleaver. Taking
with higher values ensures us that the adjacent bits in the CC
output word will be at least separated in
positions within the input word for the inner
encoder [18].

The inner encoder is a chaos-based coded modulator driven
by small perturbations [6], where the output is recursively given
by

(2)

(3)

where is a chaotic map and
is a binary function whose meaning will be explained

in the sequel. Note that and that the rate of the
chaos-based coded modulation is one symbol per bit. In our de-
velopments, we will make use of the Bernoulli shift map (BSM),
which is , since this is the simplest case and
can thus help to understand the behavior of the whole system.
It is easy to show that a recursion like (2) leaves the finite set

invariant, and therefore,
we can restrict (2) to by taking as initial condition any
point in (e.g., ) [6]. When , (2) becomes
simply the recursion by the chaotic map without control.
It is a general principle in concatenated coding that the inner
encoder has to be recursive in order to get interleaver gain [18],
and this is the reason to define as

(4)

Authorized licensed use limited to: Univ de Alcala. Downloaded on February 9, 2010 at 16:56 from IEEE Xplore.  Restrictions apply. 



450 IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS—I: REGULAR PAPERS, VOL. 57, NO. 2, FEBRUARY 2010

where and is the binary XOR operation. All
this becomes clearer if we look into the trellis encoder view of
this chaos-based coded modulator [6], which can be developed
through the associated symbolic dynamics [23]. In fact, when

, the encoder based upon the BSM can be seen as a shift
register with memory positions storing successive values
of and where the output is calculated as

(5)

where , which is equivalent to (4).
Although, in this paper, we focus only on the simple case of the
BSM for illustrative purposes, there is a whole kind of chaos-
based coded modulators based upon the same principles that
could be employed in this same framework and that could be
described by an equivalent trellis encoder [6]. Note also that,
since is equivalent to a precoder of the kind , it
will always be possible to include such kind of simple recursive
precoder (rate 1 accumulate code) before the chaos-based coded
modulator, as is usually done in turbo equalization [24] or in
SCTCM systems [25] in order to preserve the interleaver gain. In
the context of chaos-based coded modulations used within serial
concatenated schemes, the key role of feedback on the inner
encoder can be verified by comparing the results of [20] with the
present results. Although the principles of the SCCCM systems
were first examined there [20], this paper greatly expands those
primary results and builds a comprehensive framework for the
further development of useful SCCCM systems.

Once modulated, the samples are sent to the channel in
baseband. Although each conveys information about bits,
we do not puncture the sequence produced by relations (2)
and (3). As the encoder thus defined produces one sample
per input bit , the rate of the chaos-based coded modulation
is 1 sample/bit. Therefore, the overall rate of the concatenated
system is . This is a main difference with respect to
SCTCM, since we do not look for spectral efficiency, and this
is the reason why these SCCCM systems have to be compared
mainly with SCCC systems.

B. Channel

In the channel (see Fig. 1), can be subjected to the effects
of only AWGN or AWGN plus frequency-nonselective Rician
flat fading. Therefore, the sequence arriving
at the decoder side can be, in general, described by

(6)

where is a sequence of the i.i.d. samples of a Gaussian
process with zero mean and power and is a sequence of
the uncorrelated samples of a Rician process. The samples
follow the probability density function (pdf)

(7)

where is the zeroth-order modified Bessel function of the
first kind and is the ratio of specular to diffuse energy [21].

corresponds to the Rayleigh channel case, and
corresponds to the pure AWGN channel. For the channel only

affected by AWGN, we set . The mean and variance of
the Rician process are given by

(8)

where is the first-order modified Bessel function of the
first kind. Note that , so that the signal-to-noise
ratios at the transmitter and decoder sides are the same. The
noise power is related to the signal-to-noise ratio as

, where is the power of the chaos-
based coded modulated signal for the BSM encoder, since

for [6]. This value of corresponds to the case
when , but the difference with respect to the real value
when is negligible for our purposes [4].

C. Iterative Decoder

According to the serially concatenated nature of the encoded
data, each block of samples is finally de-
coded by means of an iterative decoder, as shown in Fig. 1.
This iterative decoder is based upon two soft-input–soft-output
(SISO) modules [18] linked by means of a corresponding in-
terleaver and a corresponding deinterleaver . The SISO
module for the chaos-based coded modulation is based on an
adaptation of the usual SISO block implementing the maximum
a posteriori (MAP) Bahl–Cocke–Jelinev–Raviv (BCJR) back-
ward–forward algorithm [26]. It takes advantage of the trellis
encoding equivalence of the chaotic modulation and its under-
lying symbolic dynamics, as shown in [20]. Since we do not
perform any trellis termination in the inner encoder, the ending
state of the data block for the inner SISO will be unknown, and
the backward calculation of the MAP algorithm will be per-
formed by initializing the values equiprobably [18]. It is pos-
sible to think of getting some enhancement by using trellis ter-
mination in the inner chaos-based coded modulator, but a good
design of the interleaver and a high value of the block length
has been shown to be enough to make the difference between
trellis termination and non trellis termination negligible [27].

In case of perfect channel state information (CSI), the inner
SISO module provides the extrinsic information in the form of
log probability estimations

(9)

where is the vector of fading amplitudes.
When no CSI is available, the output of the SISO is calculated
as

(10)

When we are in the pure AWGN channel, the log probability
estimations take the form

(11)

The parameters O and I in the log probabilities of Fig. 1 stand
for output and input, respectively. The metrics for the MAP
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algorithm within the inner SISO module will be calculated as
for the AWGN case, as in the fading

channel with CSI, and as for the fading channel
without CSI [28]. , where , is the quantized
value for the chaotic sample taken as candidate to calculate the
metric with respect to the received sample [26]. This means
that, for each sample from the channel, there are poten-
tial metrics to be calculated. After several decoding iterations
through the inner and outer SISO modules, we get an estimated
decoded sequence .

III. ENCODING WITH INITIAL CONDITIONS:
A CHAOS THEORY POINT OF VIEW

The chaos-based coded modulation employed is an instance
of a controlled 1-D modulation using an underlying chaotic map
[6], which, in the case of the BSM, consists of an adaptation
of the principle of encoding with initial conditions to avoid the
need for infinite precision [4], [29]. In the ideal case, when

, (2) tends to the uncontrolled case where the chaotic samples
are produced following the exact dynamics of the chaotic map

(12)

We can apply symbolic dynamics and consider the bit sequence
produced by assigning the bit 0 to the samples confined to the
[0,1/2) interval and the bit 1 to the samples belonging to the
[1/2,1] interval, i.e.,

(13)

In this case, it is easy to show that the initial condition has an
associated binary expansion exactly corresponding to such bit
sequence

(14)

The ideal system with cannot be used in practice, since
we would require the definition of with infinite precision.
This is the reason to propose the quantized and controlled ver-
sion. Nevertheless, the limit with has been usefully em-
ployed in examining the Euclidean distance properties of some
chaos-based coded modulations, like the ones employing the
BSM and the tent map [30]. These results have been shown to be
largely valid in the feasible chaos-based coded modulated ver-
sion with . On the other hand, it has been shown that,
in the case of the BSM system, the minimum Euclidean dis-
tance between possible unconstrained sequences produced by
iterating through the map corresponds to the case of sequences
generated by ideal initial conditions and differing in only
1 bit

(15)

which makes a system based on BSM no better than uncoded bi-
nary-phase shift keying (BPSK) [30]. The minimum Euclidean
distance for the feasible case with tends rapidly to the
theoretical value even for low values of . One way of over-
coming the general poor distance properties of the rate 1 coded

modulations thus produced has been increasing the dimension-
ality of the dynamical systems involved while providing a new
general framework for chaos-based coded modulations [6].

Another possible way to increase Euclidean distance in re-
lated chaos-based modulation systems is the definition of fractal
sets for the initial conditions [31]. In this case, the ideal initial
condition could not be chosen outside a fractal subset con-
tained in [0,1]. Owing to this, the minimum Euclidean distance
is no longer related to initial conditions differing in only 1 bit in
their respective binary expansions. The problem is that this de-
vice does not prevent the possibility of catastrophic decoding,
i.e., the possibility of choosing in error a sequence of chaotic
samples at a finite Euclidean distance of the original one, but
leading to a virtually infinite number of decoding bit errors [31].

If we look into the structure of our complete serially concate-
nated system, we can see that, in the ideal case where
and , the possible ideal initial conditions for the BSM

cannot take arbitrary values due to the in-
terleaving and to the convolutional coding. If is the free
distance of the outer CC, the codeword sequences will differ
at least in bits. This is basically the same principle followed
in the design of fractal sets.

However, the benefit of concatenation not only lies in the
final increase in minimum Euclidean distance for the equivalent
chaos-based coded modulated system. It also provides an intrin-
sically noncatastrophic decoder. The iterative decoder based on
SISO probabilistic estimations has shown to be robust and well
behaving once convergence threshold is reached [18]. We will
see this clearly in the examples of Section VI. Therefore, we can
rely on known developments within communications theory and
apply them in the design and evaluation of this kind of concate-
nated chaotic systems. In the following two sections, we will
exploit these analogies and show how we can study the conver-
gence threshold of the iterative decoding algorithm and how we
can get bounds for the bit error probability. All this will help
in strengthening the useful links between standard communica-
tions theory and chaos-based communications.

IV. CONVERGENCE ANALYSIS

In this section, we study the behavior of the iterative decoding
algorithm for the proposed channels. A powerful tool to look
into the convergence of this algorithm as a function of channel
distortion is the so-called EXIT charts [32]. They have proved
to be useful as design tools not only in the context of binary tur-
bocodes or in serial concatenation of binary codes but also with
TTCM systems [33] and in the evaluation of turbo-equalized
systems [34]. The EXIT charts are based upon the computation
of the mutual information of the log probability estimations at
the input of the SISO module versus the mutual information of
the log probability estimations at the output of the SISO module
after a decoding step. This mutual information is calculated as
[18]

(16)

where is the pdf of the log probability estimation when
the bit sent takes the value . We have dropped the index in
for simplicity. In Fig. 2, we can see a scheme of the setup for
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Fig. 2. Decoding behavior of the SISO module.

the inner decoder where we have shown the distribution of a set
of input log probability estimations with two peaks
corresponding to each case, i.e., and . If the de-
coding algorithm is working well for the level of distortion in
the channel, the distribution of the output log probability esti-
mations will have the two peaks more distinctly sepa-
rated, which means a higher probability to decode without error
and also a growing value of the mutual information , as shown
in the related curve (O: output; I: input).

Although Fig. 2 refers to the SISO module for the chaos-
based coded modulation, the same principles are straightfor-
wardly applicable to the SISO module for the CC, just by re-
naming the input and output as in Fig. 1, so that the input and
output mutual information will be calculated over and

, respectively. Note that the curve depends
on the channel distortion level for the inner SISO module (it
makes use of the channel output to calculate ), while
in theory, it does not for the outer SISO module [18].

The mutual information values defined in (16) will be
calculated under the usual assumption of Gaussian distributed
log probability estimations, and therefore, we will feed into
the SISO modules values of and drawn from
a known Gaussian distribution and study the corresponding
output values of and for the inner and outer
SISO modules, respectively [32]. For this kind of Gaussian
distributed input log probabilities, the calculation of the input
mutual information through (16) is quite straightforward,
while the output mutual information has to be calculated
through numerical integration over the histogram of the samples
of the output log probability estimations and .

By combining the two curves from the two SISO
modules, we get the EXIT chart for the iterative decoder, as
shown in Figs. 3–5. is the input mutual information for the
inner SISO module, and is the corresponding output mu-
tual information. At the same time, given that the output mu-
tual information of the inner SISO module, after going through
the deinterleaving stage, is the input mutual information for the
outer SISO module, is also the input mutual information for
the outer SISO module, and conversely, is the output mutual
information for this same SISO module. This is true because the
deinterleaver and the interleaver do not change the input/output
distributions of the log probability estimations and their opera-
tion on the EXIT chart is a simple change in the meaning of the
axis of the corresponding plot.

In this way, the iterative decoding process starts over the
point on the upper curve (corresponding to the

inner SISO), i.e., when there is still no input mutual informa-
tion. This value is the input value for the lower curve
(corresponding to the outer SISO), and we get, at the output, a
corresponding value from this curve, which, in turn,
will be the input value for the next step at the inner SISO and

Fig. 3. EXIT chart with two different CCs and a BSM chaos-based coded mod-
ulation with � � �, 5, and 6.

its corresponding curve. This process goes on until we reach
a crossing point between the two curves where the algorithm
cannot proceed further. This kind of EXIT charts assumes that
the output log probability estimations from one decoding step
and the input log probability estimations for the next one are
uncorrelated, which is not exactly true as we iterate. Neverthe-
less, this situation can be approached with a good interleaver
design or a large interleaver depth [32].

In Fig. 3, where we have shown the EXIT chart for two CCs
and for the BSM chaos-based coded modulator in the AWGN
channel, we see clearly that this crossing point is a function of
the channel distortion. If the first crossing point is the (1,1) point,
as is the case of the curves of the BSM chaos-based coded mod-
ulator for dB with respect to the two CC curves,
the algorithm truly converges, and we are in the region where the
BER is dominated by the error floor and where we need just a
few number of iterations to get low BER values [32]. If the final
point is not the (1,1) point, as is the case of the BSM chaos-based
coded modulator curves for dB with respect to
the curves of both CCs, the algorithm gets stuck at a fixed point
with a high value of BER and a high degree of uncertainty over
the message sent, no matter the number of iterations performed.
When the distortion in the channel is just low enough to allow
the decoding process to snake through a bottleneck between the
curves, we are in the waterfall region, where the algorithm starts
to converge to the (1,1) point and there is an abrupt change in
the BER slope.

The CC curves of Fig. 3 have been drawn for two nonsystem-
atic nonrecursive-rate CCs of different complexi-
ties: an eight-state CC with and generator polynomials

and a 64-state CC with and
generator polynomials [22].
Respecting the BSM chaos-based coded modulator, we see that
the mutual information curves are the same for three different
quantization levels, i.e., , 5, and 6 for the same in
the channel. This is a desirable property that hints to the relative
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independence of the performance on the parameter. There-
fore, we can just keep and, thus, the encoding and decoding
complexity as low as possible in practice, while being able to
study the system using the chaotic properties of the signal when

. We can thus assume that the results are steadily re-
lated to the underlying properties of the map and not to the ad
hoc control and quantization parameter. This principle has been
shown to hold, as mentioned, in the calculations of minimum
Euclidean distances of systems based on 1-D discrete chaotic
maps [30].

In Fig. 3, on the other hand, we can see that, for
dB, we can reach full convergence, at least theoretically,

with the CC of lower complexity , while we would
need additionally as much as some tenths of decibels to be able
to converge with the higher complexity CC. In fact, the BSM
curve for such almost intersects the CC curve at
(0.20, 0.45). This is a known property of this kind of serial con-
catenated system with interleavers [18], and therefore, we will
prefer the CC with lower complexity but better convergence re-
sults. It is also known that the recursive inner encoder leads to a
worse behavior in the first iteration and a worse BER in the low

region than a nonrecursive one, but once we are above
the threshold, in the BER waterfall region, the performance is
much better, and we get a higher coding gain.1 Although, in the
AWGN case, we have a threshold of at least 1.0 dB according
to the figure, the BER curves of Section VI will show that, with
a finite size interleaver, and as a consequence of not having ex-
actly Gaussian distributed input log probability estimations, this
threshold requires, in practice, a higher .

In Fig. 4, we have plotted the EXIT chart for the CC with
and three different cases for the BSM chaos-based coded

modulation in the Rician fading channel, in the case where we
have perfect CSI. When and the channel tends to be
a pure AWGN one, we will almost have the same threshold as
with the case, dB. As expected, there is a
gradual degradation as we tend to the Rayleigh channel, so that
the threshold for is around 2.0 dB and, finally, around
3.4 dB for . As was stated with the former EXIT chart,
we will see that the BER curves show an additional degradation
in the thresholds. In any case, we will see in Section VI
that, in the fading channel with CSI, we will require up to 2.0 dB
of additional signal-to-noise ratio to reach the BER waterfall
region with respect to the AWGN channel results, which is a
positive result that confirms that the SCCCM scheme can keep
the potentially good properties of TCM-based systems in fading
channels [21]. In Fig. 5, we show plots for the same situation, but
without CSI. Now, the threshold is 1.6 dB higher in the Rayleigh
fading case without CSI with respect to the Rayleigh fading case
with CSI, and this difference tends to vanish as we approach the
pure AWGN case . Again, these results will prove to
be more orientative than exact.

As already mentioned, the EXIT charts shown in this paper
have been developed under the usual assumptions stating that
we have Gaussian distributed log probability estimations and
that the interleaver depth is high enough to make the input and
output log probability estimations practically uncorrelated from
one iterative decoding step to the next one. In a binary turbocode

1See [20] for the results without recursive loop.

Fig. 4. EXIT chart for the (dashed line) CC with � � � and a BSM chaos-based
coded modulation with � � � for the fading � AWGN channel, in the case
where perfect CSI is available at the decoder. (�)� �� � ��� dB and� � �.
(�) � �� � ��� dB and � � �. (�) � �� � ��� dB and � � ��.

Fig. 5. EXIT chart for the (dashed line) CC with � � � and a BSM chaos-based
coded modulation with � � � for the fading � AWGN channel, in the case
where there is no CSI at the decoder. (�) � �� � ��� dB and � � �. (�)
� �� � ��� dB and � � �. (�) � �� � ��� dB and � � ��.

with CC as constituent encoders or in usual TTCM, SCTCM,
or BICM systems, the input/output log probability estimations
are approximately Gaussian distributed for the AWGN channel
depending on the structure of the decoder and the implementa-
tion of the related MAP algorithm. We have found that this is
also the case for our SCCCM system in the AWGN channel,
but it is only a loose approximation in the case of the fading
channel, with or without CSI. Moreover, the Gaussian distribu-
tion assumption only becomes more or less close to the real sit-
uation as . Thus, we will find some mismatch between
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the threshold points as calculated in this section and the
ones shown in the BER plots depending not only on the size
and sort of the interleaver employed, which affects to the inde-
pendence and uncorrelation assumption, but also on the kind of
channel. Nevertheless, the threshold obtained from this EXIT
chart analysis will give a good estimation of the location of the
BER waterfall region when there is sufficient interleaving.

V. ERROR-PROBABILITY ANALYSIS

To provide a bound for the bit error probability, we will make
use of the developments introduced in [35]. On a first approach,
they are only valid if we do not perform iterative decoding, i.e.,
if we perform only one decoding pass through both SISO mod-
ules. Nevertheless, they will provide us with useful bounds also
for the iterative case. According to [35], we will not focus on
the standard channel interface (the one whose input is and
whose output is ). We will not try to establish the union bound
with maximum likelihood (ML) decoding by calculating the dis-
tance spectrum of the serial concatenation of the CC and the
chaos-based coded modulation. In fact, this could be a very cum-
bersome task because the pairwise error probability (PEP) cal-
culated over the chaotic samples in the channel, i.e., ,
and the bit error probability are not straightforwardly related due
to the nonlinear structure of the chaos-based coded modulation
[13]. Even when we could make use of some simplification, the
evaluation of the joint input–output weight enumerator coeffi-
cients (IOWECs), as is made in [36] for binary codes, is un-
feasible in practice. Although our chaos-based coded modula-
tion admits a description in terms of a finite-state machine and it
is theoretically possible to calculate the corresponding transfer
function as is done with TCM [22] or BICM [37], the method
proposed here avoids this complex task.

In order to proceed without calculating the IOWEC for the
chaos-based coded modulation, we will make use of the fact
that the interface between and constitutes a binary
input–output symmetric (BIOS) channel when there is sufficient
bit interleaving at the CC output. In this situation, we can as-
sume that the mapping between and is independent and that
the performance will depend on the binary error events
instead of on the specific values of and . The device of the
BIOS channel is normally used in the context of BICM systems
[35], but we will show that it is also valid for our concatenated
setup. Due to the inherent properties of the chaotic encoder, we
do not need to symmetrize the channel by randomly manipu-
lating the mapping, as is done in [19]. Therefore, we only have
to focus on the finite-state machine description of the convolu-
tional decoder and on the PEP calculated over the outputs of the
deinterleaver at the receiver side (i.e., the output of the BIOS
channel). Since this BIOS channel is linear, we can assume,
without loss of generality, that we have sent the all-zero code-
word . For clarity’s sake, we briefly review the
method of [19], where the bit error probability is closely upper
bounded by the union bound

(17)

where is the bit enumerator of the CC for error paths leading
to an output codeword with Hamming weight , is
the PEP of two codewords differing in bits, and is the
free distance of the CC. We have introduced the variable vector

which includes the parameters that define the distortion in-
troduced by the channel and the mapping between and ,
just to clearly point out that this PEP depends on the state of the
channel and on the structure of the chaos-based coded modu-
lator. The PEP will depend on the random variable (or equivo-
cation)

(18)

where we have dropped the subindex because the sequence
will be approximately i.i.d. under the assumption of

sufficient interleaving. As shown in [35], the PEP for MAP de-
coding (which is the same as ML decoding in the noniterative
case, since the a priori probabilities are the same) will be

(19)

where denotes independent realizations of the random vari-
able of (18), i.e., it is the probability of decoding a word with
a Hamming weight instead of the all-zero codeword. The tail
probability of the sum of random variables of (19) can be effi-
ciently bounded by using the cumulant transform [35]

(20)

where . is a convex function which reaches its
maximum at .

Taking all this into account, the bound for the PEP can be
finally written as [38]

(21)

where we have made use of the inequality . On
the other side, knowing that the bit weight enumerator function
(BWEF) of the CC can be expressed as

(22)

where is the input–output weight enumerator function
(IOWEF) and is the number of information bits per unit
time, can be upper bounded by

(23)

A tighter bound can be obtained if we make use of the inequality
, where and [22], so

that, finally

(24)
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To calculate , we can resort to simulating the system and
storing the output samples in order to get the histogram of ,
because the theoretical calculation of the pdf will be very
difficult even for the simple AWGN channel. Moreover, it could
depend, in a complex way, on the mapping between the bits and
the coded modulated symbols as a function of the particular im-
plementation of the BCJR algorithm within the SISO module.
In any case, the simulations needed to get the histogram of
with enough accuracy are less time consuming than the simula-
tions needed to give a Monte Carlo estimation of the BER, thus
making it worth the while getting the described bound.

All the previous developments have been drawn for the orig-
inal noniterative case. With respect to the iterative case, we can
make use of the same principles and just take the histogram over

after running several decoding iterations. The channel thus de-
scribed will also be a BIOS, given the structure of the SCCCM.
Now, the decoding will be MAP decoding, since we are making
use of the a priori information from the other SISO module. Fol-
lowing the definition of , the PEP for this MAP decoding, as-
suming that the all-zero codeword has been sent, is again given
by (18) and (19). Therefore, the factor can again be calcu-
lated by simulation and using the corresponding histogram. Al-
though this bound relies fundamentally on probability density
estimation as is the case of the bounds based on EXIT charts
[32], it will be, in general, more accurate. The reason for this
is that it takes into account the specific interleaver structure and
depth and it does not make any prior assumption on the kind of
distribution followed by the log probability estimations. Never-
theless, due to the fact that we rely on density evolution, we will
get results that are slightly better than the real ones, so that, in
practice, it will appear as a lower bound.

In the examples shown along with the simulation results, we
will make use of the simple CC of the preceding section,
whose IOWEF and BWEF are, respectively, as follows:

(25)

(26)

i.e.,

Note that the bound of (24) for the noniterative decoding is a
union bound that will converge only for high , i.e., after
having reached the code cutoff rate. In the case of iterative de-
coding, the bound will prove useful only in the waterfall BER
region, but not in the error floor region. This is due to the fact
that, in this last region, we cannot rely on calculations based
on the evolution of the log probability estimations. This has to
do partially with the structural constraints of the SISO modules
(where some clipping and normalization in the log probabilities
values always have to be performed in order to provide stability
and avoid overflows [18]). To provide bounds for the error floor
region, we would need a more involved analysis based upon a
study of the ML decoding of the joint SCCCM system without

using the convenient simplification of the BIOS channel. This
would be a very difficult task, but its results would be important
in order to complete the error analysis of the SCCCM systems,
particularly considering that the error floor BER for serially con-
catenated schemes cannot be reached easily by simulation [36].

VI. SIMULATION RESULTS

For comparison, we have included the results of a rate
SCCC consisting of the same outer CC as employed

throughout the SCCCM examples, the same interleaver, and a
rate 1 inner accumulate code. This rate 1 accumulate code has,
as feedback polynomial, , and, as feedforward polyno-
mial, just 1. This structure mimics the recursive part of the BSM
chaos-based coded modulator as seen in Section II, but it gen-
erates just binary outputs. The use of inner rate 1 accumulate
codes in serial concatenation has shown to lead to very inter-
esting results with a simple encoding structure [39].

In Fig. 6, we show the simulation results for the SCCCM and
SCCC systems under study in the AWGN channel with different
sets of parameters. For the cases with iterative decoding, we
performed 20 decoding iterations both to get the BER and to
get the bound, which requires calculating the histogram of the
log probability estimations. First of all, as predicted through the
EXIT charts, the case with reaches the waterfall region
with an threshold higher than the case with , for
the same size and kind of interleaver and for the same quanti-
zation level in the BSM chaos-based coded modulator. We also
show the BER for the same sets of parameters corresponding to
the CC, but without decoding iteratively (i.e., only one
decoding pass is performed). As expected, the decoding gain is
dramatically linked to the iterative decoding of the concatenated
encoded data.

Using the same analysis techniques as mentioned throughout
Section V, it has been shown for the noniterative de-
coding of BICM [35] that the system tends to perform,
when , like the outer CC in a channel with

, where
is the minimum Euclidean square distance of the inner

modulation. In our case, we can draw a similar bound just
by taking , which is the minimum Euclidean
square distance between all possible chaotic sequences of the
BSM encoder.2 Although we can only conjecture that this
bound should also be valid for the noniterative decoding of our
SCCCM system and a formal proof would require a complex
ML study of SCCCM for high signal-to-noise ratios, we can
verify through the noniterative result in Fig. 6 that it reasonably
holds for this kind of coded modulation. There, we have shown
the bound (24) with

(27)

which tends to the BER without iterative decoding for high
. Note that this bound is a lower bound.

The results make evident the importance of a good inter-
leaver design, since, although the performance of the case with

and without iterative decoding (not shown)

2This is the true value with � � �, but it does not differ much from the
minimum Euclidean square distance for the� � � value of our examples [30].
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Fig. 6. BER for several cases of SCCCM in the AWGN channel. (�) � �

�����, � � ��, � � �, and � � �. (�) Same parameters, but with a CC of
� � 	. (�) � � ���, � � ��, � � �, and � � �. (�) Same parameters as
�, but without iterative decoding. (Dashed lines, from left to right) Bounds for
the cases with � � � and � � �. (�) Bound with � for the noniterative
case. ( ) Same parameters as �, but with � � �.

Fig. 7. BER for several cases of SCCCM and SCCC in the AWGN channel.
(�) SCCCM with� � �����,� � ��,� � �, and � � �. (�) SCCCM with
the same parameters, but with a CC of � � 	. (�) SCCCM with� � ���,� �

��, � � �, and � � �. The performance of the corresponding binary SCCC
systems is shown by a thick line, and the difference in � �� with respect to
the SCCCM counterpart is indicated by the double arrows.

is the same as the performance for the case with
and without iterative decoding, when decoding itera-
tively, there is a huge difference in the behavior of the BER.
With , we have a lower BER slope, and there is no dis-
tinct waterfall region. This means that a high interleaver depth

is necessary to get good results, because a better interleaver de-
sign can provide a higher degree of uncorrelation between coded
bits and channel samples and, as a consequence, more accurate
a priori information at the beginning of each decoding pass.

We have also shown in Fig. 6 the bound of Section V for the
cases with . As expected, the bound for the noniterative
case converges as an upper union bound to the final performance
when . On the contrary, the bound for the
case and iterative decoding is not very helpful. This is due to the
fact that the BIOS assumption for iterative decoding only holds
for sufficient interleaving, and a low value of does not guar-
antee the needed symmetry. On the other hand, the bound for
the case and iterative decoding gives very accurate
information about the location and slope of the BER at the wa-
terfall region, although, as foreseen, appears as a lower bound
instead of as an upper one. Note also that what was said about
the thresholds for this region as calculated through the
EXIT charts is true: In the best case , there is a
difference between the expected value and the actual value of
around 1.0 dB, since the EXIT chart predicted a threshold of
about 1.0 dB for the CC of and of about 2.0 dB for the
CC of .

On the other hand, it can also be verified in Fig. 6 that the
influence of is small, provided that it has not a very low value,3

since the BERs for and are virtually the same
for the same set of parameters. The same holds for and

(not shown for simplicity). In Fig. 7, we compare the
performance of the SCCC system proposed with its chaos-based
counterpart for the same sets of parameters shown in Fig. 6. Note
that the SCCC test system is roughly equivalent to an SCCCM
system with and that it is more than 0.5 dB worse in the
location of the waterfall region with respect to the chaos-based
related system.

In Fig. 8, have shown the results for , ,
and for the fading channel with different degrees of im-
pairment, both when there is CSI at the decoder and when there
is no CSI. All the results have been taken after 20 iterations. Let
us focus first on the SCCCM results. Again, there is a mismatch
between the threshold given by the simulations with re-
spect to the expected values given by the EXIT charts. While, for
the Rayleigh fading case, the expected thresholds were around
3.0 dB with CSI and 4.0 dB without CSI, the BER results place
the thresholds at about 4.0 and 5.5 dB, respectively. Since the
Rayleigh fading is the worst case of Rician fading, it is not sur-
prising to see that it yields the worst results and the largest dif-
ference between the CSI and non-CSI cases. On the contrary,
the results tend to the BER in the AWGN channel as grows,
both with CSI and without CSI. Even the worst case (Rayleigh
without CSI) still keeps the good properties with respect to the
BER slope once the waterfall region is reached, although with
a loss of about 3.0 dB with respect to the pure AWGN case.
For the Rayleigh fading and perfect CSI, the loss is just around
1.5 dB. These results in the fading channel are consistent with
what was shown in [40] for SCCC and in [19] for BICM. We
have also included the bound with iterative decoding for the
Rayleigh channel with CSI, and as seen before for the AWGN

3For example, for � � �, we would be in the BPSK case and no chaotic
dynamics would be involved. In fact, if � � �, we would just be in the SCCC
case.
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Fig. 8. BER and bounds for several cases of SCCCM in the fading channel,
with and without CSI. (Continuous lines) With CSI. (Dashed lines) Without
CSI. In all cases, � � �����, � � ��, � � �, and � � �. (From left to
right) � � ��,� � �, and � � �. (�) (With dashed–dotted line) Bound for
� � � and CSI. The performance of the binary SCCC is shown by a thick line
for comparison.

channel, when the interleaver depth is high enough, the results
approximate very accurately the location and the slope of the
BER at the waterfall region.

With respect to the performance of the SCCC system, we see
that the losses in the Rayleigh fading channel with CSI are some
tenths of decibels worse than the results of the SCCCM system
with respect to the pure AWGN channel. When and we
have CSI, the comparison between the SCCCM system losses
and the SCCC system losses gives advantage to the chaos-based
system again for some tenths of decibels. Note that the differ-
ence of performance for SCCCM in the fading channel with

between the CSI and non-CSI cases is almost neg-
ligible, while it is around 0.5 dB for the SCCC system in the
same situation. On the contrary, the losses between the CSI and
non-CSI cases for the same degree of fading tend to be lower
for the SCCC system as we approach : 1.2 dB for SCCC
against 2.1 dB for SCCCM at a BER of 10 in the Rayleigh
channel.

To shed light on the behavior of the iterative decoding of
SCCCM, we have shown in Figs. 9 and 10 two EXIT charts
where we can compare the predicted behavior with the real evo-
lution of the mutual information. It was calculated by averaging
over the log probability estimations obtained after each itera-
tion during the simulations performed to get the BER. In this
way, we get the average trajectory of the mutual information
[32]. As hinted, when comparing the thresholds for the
waterfall region, there is a mismatch between the theoretical
curves and the actual trajectory. We can see in both graphs, for
the pure AWGN case and for the fading case, that only the first
step corresponds with the expected value, as this is the situation
when we have no feedback from the other decoder. In the rest
of the steps, we always get a lower value for the mutual infor-
mation with respect to the one calculated with the assumption

Fig. 9. EXIT chart and average trajectory of the mutual information inter-
change for the AWGN channel, for the case with � � �, � � �����, and
� � ��.

Fig. 10. EXIT chart and average trajectory of the mutual information inter-
change for the AWGN channel with fading, for the case with � � �, � �

�����, � � ��,� � �, and perfect CSI at the decoder.

of Gaussian distribution of the input log probability estimations.
Therefore, the iterative decoding process does not achieve con-
vergence at the first value where the decoder curves do
not intersect before the (1, 1) point. Apart from the Gaussian
density assumption, which only holds loosely as already men-
tioned, there are other possible sources of mismatch, like an in-
appropriate definition of the mutual information or like an in-
terleaver design not providing enough uncorrelation between
channel samples and encoded bits. This last feature could be
overcome by increasing the interleaver size at the expense
of a higher complexity. The loss in the thresholds is the
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Fig. 11. FER and BER for several cases of SCCCM for the CC with � � �

and BSM with � � �. (Continuous line) FER. (Dashed line) BER. (�) � �

����� and � � ��. (�) � � ��� and � � ��. (�) Same as �, but without
iterative decoding. (�) Same as �, but with fading,� � �, and CSI. (�) Same
as �, but without CSI.

same for the pure AWGN channel and for the fading channel,
and this points toward the SISO and interleaver structures as rea-
sons for the mismatch rather than toward the differences in the
channel distortion.

Finally, we have shown in Fig. 11 the frame error rate (FER)
and the BER for several of the cases already commented. When
there is no iterative decoding, the FER is very high and starts
decreasing when the main error events are of the kind, so
that each frame on error contains only 1 bit on error and then

FER, with . On the
other hand, when decoding iteratively, this situation is highly
improved, since the FER for the interleaver with
in the AWGN channel follows the behavior of the BER and ex-
hibits a steep slope in the waterfall region. This means that there
are less frames on error, but, as a contrast, we have found out that
each frame on error contains around 1000 erroneous bits in the
waterfall region, so that, now, FER. In the case
with , the situation is the same, but now, each frame
on error contains around 60 erroneous bits, and as ,

FER. Therefore, the gain in BER and FER is
made at the expense of having large bursts of errors, instead of
having the dominant weight 1 error events of the noniterative
case.

The situation for the fading channel is quite the same, as
shown through the worst case, i.e., Rayleigh fading. In the wa-
terfall region, the FER falls down with the same slope as the
BER, and we still have the fact that each frame on error contains
around 1000 erroneous bits, so that, again, FER,
both for the CSI and non-CSI cases. Therefore, the iterative de-
coder behaves, at least in the waterfall region, in the same way
with the independence of the kind of channel, which only seems
to affect the thresholds for this region. All these show
that SCCCM keeps the good properties of serial concatenated
systems in the fading channel (SCCC, SCTCM, and BICM), un-

coupling the channel state and the error-correcting capabilities
of the code once we are above some threshold of channel dis-
tortion. It will be interesting to study what happens on the error
floor region. However, since we cannot reach it easily through
simulation, this would mean developing performance bounds
based upon complicated ML analysis.

VII. CONCLUSION

In this paper, we have examined the possibility of building
serially concatenated coded modulations using chaos-based
coded modulations as inner encoders. We have shown that the
resulting system can greatly enhance the results of a priori
bad-performing chaotic communications systems like the ones
based on the BSM. We have shown that we can use the same
principles and tools normally used in SCCC or BICM to de-
sign and evaluate the performance of the related concatenated
systems. Although the EXIT charts drawn and the bounds
proposed are not always well matched due to the assumptions
made, they always give good and useful approximations. We
have also shown that the chaotic properties of the modulator
are a determining factor for the final performance, along with
the outer binary channel encoder, with the independence of the
quantization level of the underlying discrete chaotic map, at
least down to a minimum value of the same.

We have verified that SCCCM can keep the good properties
of SCCC, SCTCM, and BICM and exhibit the same character-
istic behavior in AWGN and frequency-nonselective flat fading
channels. The resulting SCCCM systems are slightly more
complex to decode than the related SCCC system because the
SISO module for the chaos-based coded modulation requires
more computations. Nevertheless, the BER and FER results
have shown that the performance degradation in fading chan-
nels, as compared with the AWGN case, is lower as compared
to the SCCC setup with similar complexity. Moreover, these
chaos-based coded modulations are easy to generate and pro-
duce noiselike broadband signals suitable, among others, for
multiuser environments. It is expected that a deeper conjunc-
tion of chaos theory, signal processing, and communications
theory developed in the direction pointed out by the latest
research works in chaos-based coded modulations will help to
improve the understanding and possibilities of this new kind of
concatenated systems.
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