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Chaotic scattering in open Hamiltonian systems is a problem of fundamental interest with
applications in several branches of physics. In this paper we analyze the effects of adding external
perturbations such as dissipation and noise in chaotic scattering phenomena. Our main result is
the exponential decay rate of the particles in the scattering region when the system is affected
by dissipation and noise. In the case of dissipation the particles escape more slowly from the
scattering region than in the conservative case. However, in the noisy case, the particles escape
faster from the scattering region as compared to the noiseless case. Moreover, we analyze the
fractal dimension of the set of singularities of the scattering function for the dissipative and the
conservative cases. As a result of our analysis we have found that a scaling law exists between
the exponential decay rate of the particles and the dissipative parameter, and that the fractal
dimension for the noisy case is the unity.

Keywords : Fractals; chaotic scattering; noise.

1. Introduction

The phenomenon of chaotic scattering in Hamilto-
nian systems in the presence of both dissipation and
noise is analyzed in this paper. Most previous works
on classical chaotic scattering had focused on purely
conservative (Hamiltonian) systems [Jung, 1986;
Hénon, 1988; Bleher et al., 1990; Ding et al., 1990;
Ott & Tél, 1993]. More recently, the effects of
both, dissipation and noise, on chaotic scatter-
ing have been addressed [Motter & Lai, 2001;
Seoane et al., 2006; Seoane et al., 2007; Seoane
& Sanjuán, 2008]. A commonly studied setting is
the particle motion in a potential field consisting
of a group of potential hills [Bleher et al., 1990;
Ding et al., 1990]. In general, there exists a

region where interactions between scattering par-
ticles and the potential occur, whereas outside
the region, the potential is negligible so that the
particle motions are essentially free. This region
is often called the scattering region [Jung, 1986;
Hénon, 1988; Bleher et al., 1990; Ding et al., 1990;
Ott & Tél, 1993]. For many potential functions of
physical interest, the corresponding classical Hamil-
ton’s equations of motion are nonlinear, rendering
possible chaotic dynamics in the scattering region.
Since the system is open, the region necessarily pos-
sesses “exits” for particles to enter and to escape.
That is, particles from far away can enter the scat-
tering region through one of the exits, experience
chaotic dynamics in the region due to the inter-
action with the potential, and then exit the region
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through the same or a different channel. Because
of the chaotic dynamics in the scattering region,
particles with slightly different initial conditions
(e.g. initial positions and momenta) can experi-
ence different paths in the region and, consequently,
they can spend drastically different times inside
and may exit through different exits in completely
different directions. It is in this sense of sensitive
dependence of the outcome of the scattering tra-
jectory on the initial condition that the scattering
becomes chaotic. In the past two decades or so,
physical situations where chaotic scattering is rele-
vant were identified, which include celestial mechan-
ics [Boyd & McMillian, 1993], charged particle
motions in electric and magnetic fields [Chernikov
& Schmidt, 1993], hydrodynamical processes [Aref,
1983; Stolovitzky et al., 1995], atomic and nuclear
physics [Yamamoto & Kaneko, 1993], and solid-
state semiconductor structures that are fundamen-
tal devices in nanoscience and nanotechnology [Lai
et al., 1992a; De Moura et al., 2002].

The presence of external perturbations, namely
dissipation [Motter & Lai, 2001; Seoane et al., 2006],
dealing with more realistic situations appear in sev-
eral physical phenomena [Motter et al., 2003]. Also,
the presence of noise in open flows has been of inter-
est in recent works [Do & Lai, 2003, 2004] in order
to study superpersistent chaotic transients. The
study of the effects of noise on a classical chaotic
scattering has been carried out in [Mills, 2005;
Seoane & Sanjuán, 2008]. The main goal of this
paper is to address two new issues: a scaling law
between the exponential decay rate of the parti-
cles in the scattering region versus the dissipative
parameter and a numerical analysis of the fractal
dimension for the noisy case.

This manuscript is organized as follows. Sec-
tion 2 gives a complete description of the models: a
two-dimensional map with escapes and the Hénon–
Heiles Hamiltonian. In Sec. 3, we provide a study of
the effects of dissipation in the dynamics of particles
escaping from the scattering region. In Sec. 4, the
effects of noise in both systems, the map with uni-
form noise and the flow with white Gaussian noise,
are discussed. Conclusions and a discussion of the
main results of this paper are presented in Sec. 5.

2. Model Description

We now introduce the prototype models we use dur-
ing this paper to show the dynamical behavior of
particles in chaotic scattering problems. For this

purpose and in order that our results have a general
character we will use both, a map and a flow.

2.1. Map

We use the two-dimensional map used by Lau et al.
[1991].

This map reads

xn+1 = λ

[
xn − (xn + yn)2

4

]
,

yn+1 = λ−1

[
yn + (xn + yn)2

4

]
,

(1)

where λ > 1 is the parameter of the system that
plays the role of the energy in a realistic case.

The dynamics of this system becomes nonhy-
perbolic for λ ≤ 6.5 and hyperbolic for λ ≥ 6.5. This
system presents one stable fixed point at the center
of a KAM island and one unstable fixed point at
(0, 0). The stable fixed point becomes a fixed point
attractor when dissipation is introduced. We mostly
study this map in the nonhyperbolic regime since in
this regime the system is sensitive to any variation
in the parameters [Motter & Lai, 2001]. We define
the scattering region as the region of points remain-
ing in x2 + y2 < r, where we take r = 100. We
assume that an orbit has escaped when it is outside
this region.

In Fig. 1, a single trajectory of the map is
shown. We can check easily that the particle is
trapped in a KAM island and it never escapes
[Motter & Lai, 2001]. In Fig. 2 we plot, for λ = 4,
the delay-time function for scattering trajectories.
The delay-time function represents the values of the
escape times against one of the variables of the sys-
tem, becoming this variable x for our simulation
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Fig. 1. This figure shows a single trajectory of the two-
dimensional map for λ = 4, where the initial condition is
at the point (x0, y0) = (2, 0.5).



October 13, 2010 17:54 WSPC/S0218-1274 02735

Escaping Dynamics in Scattering Systems 2785

0.5 0.6 0.7 0.8
X

0

20

40

60

80
n

Fig. 2. This figure shows, for λ = 4 the delay-time function
for scattering trajectories. To generate it, N = 500 particles
are chosen at y = −2 with x varying systematically from 0.5
to 0.8. We observe typical features of chaotic scattering: the
function contains both smooth parts and discontinuities and,
in fact, they are singular on a fractal set.

convenience. It is well known that the fractal dimen-
sion of the set of singularities of the scattering func-
tion is close to one for the nonhyperbolic case [Lau
et al., 1991].

2.2. Flow

We use as a paradigmatic model, the Hénon–Heiles
system, as shown in [Aguirre et al., 2001].

The Hénon–Heiles system is described by the
Hamiltonian

H =
1
2
(ẋ2 + ẏ2) +

1
2
(x2 + y2) + x2y − 1

3
y3, (2)

which defines the motion of a unit mass particle in
the two-dimensional potential

V (x, y) =
1
2
(x2 + y2) + x2y − 1

3
y3. (3)

The system was originally presented in 1964 [Hénon
& Heiles, 1964] and for an appropriate value of
the total energy, it is used as a paradigmatic sys-
tem with escapes in Dynamical Astronomy. Two
main types of motion exist for different values of
the energy: bounded and unbounded motion. There
is a threshold value of the energy, called escape
energy, Ee = 1/6 = 0.1666, for which the parti-
cle might escape for values of energy above it. In
this case, the system presents triangular symme-
try with three different exits for which the particles
may escape (see, for example, [Seoane et al., 2006;
Hénon & Heiles, 1964; Aguirre et al., 2001]). The

equations of motion read

ẍ + x + 2xy = 0,

ÿ + y + x2 − y2 = 0.
(4)

For our simulations, we launch the scatter-
ing particles from within the scattering region and
examine their escaping trajectories. In particular,
the particles are distributed on a vertical line seg-
ment centered at (x, y) = (0, 0) and they start their
motions in different directions. That is, the sub-
space in the phase space from which scattering par-
ticles are initiated can be denoted by (y, θ), where
θ is the angle of the initial velocity with respect
to the x-axis. Figure 3 shows a typical trajectory
with E = 0.2, where the particle spends a finite
amount of time in the scattering region bouncing
back and forth among the three potential peaks,
before escaping through one of the exits. A basic
property of the Hénon–Heiles system is the exis-
tence of a class of highly unstable periodic orbits for
E > Ee, called the Lyapunov orbits [Contopoulos,
1990], which live near the border of the scattering
region. When a trajectory crosses one of these peri-
odic orbits from inside, it scatters off to infinity.
The Lyapunov orbits thus provide a meaningful cri-
terion for measuring the delay times of particles in
the scattering region even when the system is dissi-
pative [Contopoulos, 1990].

Figure 4 shows, for E = 0.19, the delay-time
function for scattering trajectories, where we have
chosen n = 500 particles at y = 0 with initial direc-
tion θ varying systematically from 0 to 0.05. As in
the map case, typical features of chaotic scattering
appear.
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Fig. 3. This figure shows a single trajectory of the Hénon–
Heiles system described in Eq. (4). The energy value is
E = 0.19 where the initial condition is at the point
(x0, y0) = (0, 0.5), with θ0 = π.
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Fig. 4. Typical delay-time function in the Hénon–Heiles sys-
tem with chaotic scattering for an energy value E = 0.19. We
have chosen n = 500 particles at y = 0 with initial direction
θ varying systematically from 0 to 0.05. We observe, as in the
map case, typical features of chaotic scattering.

The phase space in open hamiltonian systems
with three or more exits has a very rich fractal struc-
ture. Our system also has a strong topological prop-
erty, the Wada property. This topological property
has been shown in several dynamical systems, the
Hénon–Heiles system [Aguirre et al., 2001]. Other
references where Wada basins, in other dynami-
cal systems can be found are [Poon et al., 1996;
Kennedy & Yorke, 1991; Nusse & Yorke, 1996a,
1996b; Sanjuán et al., 1997; Toroczkai et al., 1997;
Sweet et al., 1999; Nusse & Yorke, 2000; Aguirre &
Sanjuán, 2002].

3. Escaping Dynamics in Scattering
Systems with Dissipation

We now focus on the study of the scattering systems
when dissipation is introduced into the system. We
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Fig. 5. (a) Single trajectory of the dissipative map for λ = 4 and ν = 5 × 10−3 with initial condition (x0, y0) = (2, 0.5). We
observe that the particle falls into the attractor located at the center of the KAM island. (b) Typical delay-time function for
the map in the dissipative case. We easily observe both, smooth and discontinuous parts, which are typical in a fractal set.

analyze the effects of dissipation in both, the map
and the flow shown in the previous section.

For the map case, we introduce the parame-
ter ν, which is responsible of the nonconservative
behavior of our previous map. After that, the dis-
sipative two-dimensional map [Motter & Lai, 2001]
reads:

x′ = λ

[
x − (x + y)2

4
− ν(x + y)

]
,

y′ = λ−1

[
y + (x + y)2

4

]
,

(5)

where ν is the dissipative parameter. The dissipa-
tive version of the map (ν > 0) is a convenient
model for studying the effect of weak dissipation
on chaotic scattering [Motter & Lai, 2001].

Figure 5(a) shows, for ν = 5 × 10−3, a typical
trajectory in which the particle is trapped, falling
into the attractor located at the center of the island.
In Fig. 5(b) we plot the delay time function for the
dissipative case with ν = 5 × 10−3. This also sug-
gests, as in the conservative case, a sensitive depen-
dence on initial conditions, the hallmark of chaotic
scattering.

We are also interested in the dependence on
time of the survival probability of the particles
in the scattering region. In hamiltonian systems
regular motions are very typical and fundamen-
tal. The most classical examples are motions on
Kolmogorov–Arnold–Moser (KAM) tori [Moser,
1973; Karney, 1983; Lai et al., 1992b]. This kind of
motion characterizes the chaotic scattering in hyper-
bolic and nonhyperbolic cases. In hyperbolic chaotic
scattering, all the periodic orbits are unstable and
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there are no KAM tori in the phase space. In this
case, the particle decay law is exponential. On the
contrary, in nonhyperbolic chaotic scattering, KAM
tori coexist with chaotic saddles, which typically
results in algebraic decay in the survival proba-
bility of a particle in the scattering region. Here
we review how dissipation affects the nonhyperbolic
regime. Previous works [Motter & Lai, 2001; Seoane
et al., 2006; Seoane et al., 2007] have analyzed the
effect of weak dissipation in the survival probabil-
ity of the particles in a nonhyperbolic regime. The
authors, in [Motter & Lai, 2001; Seoane et al., 2006;
Seoane et al., 2007], found that the algebraic decay
law is structurally unstable in the sense that it
immediately becomes exponential in the presence of
some amount of dissipation, no matter how small it
is. Figure 6 shows evidence of this fact in which we
launch the particles as we described in the previous
section.

We find this exponential law relationship
between the fraction of particles remaining in the
scattering region and the escape time, R(n) ∼ e−γn,
where 1/γ is the inverse of the coefficient of the
decay law commonly called characteristic time. In
Fig. 6 we observe the exponential behavior due to
the effects of the dissipation. For convenience, we
choose initial conditions from the horizontal line
y0 = −2 and x ∈ (0.5, 0.6) with parameter val-
ues λ = 4, ν = 0 and ε = 0.5. The change in the
decay law from algebraic to exponential is due to the
fact that dissipation destroys the KAM islands con-
verting them into attractors and as a consequence
the algebraic law into an exponential law. Heuris-
tic arguments on this point are shown in [Motter &
Lai, 2001]. Another important point of the effects of
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Fig. 6. Decay law for the particles remaining in the scatter-
ing region. R denotes the fraction of particles leaving from
the scattering region. In the figure we observe the exponen-
tial behavior due to the effect of dissipation. Here, we are
shooting 500 particles with λ = 4 and y0 = −2.
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Fig. 7. In this figure, we plot the coefficient of the exponen-
tial law, γ, of the scattering particles against the dissipative
parameter, ν. We choose, as a parameter, λ = 4. We observe
a linear scaling relationship between γ and ν.

dissipation is the search of the scaling laws between
the characteristic parameters of the system. For this
purpose we have fixed λ = 4 for the map. If we
plot the coefficient of the exponential γ versus the
dissipative parameter, ν, we find, approximately, a
linear scaling which is one of the main results of
this paper. Figure 7 shows the evidence of this fact.
This result is very important in the sense that we
can predict (for one specific system) the evolution
of the particles in the scattering region. Finally, the
fractal dimension of the set of singularities of the
scattering function versus the dissipative parame-
ter ν, presents a crossover behavior as shown in
[Seoane et al., 2007]. In this work the authors stated
that the rate of decrease of the dimension is rela-
tively large initially but, as the dissipation param-
eter passes through a critical value νc, the rate is
reduced significantly and becomes nearly zero for
ν > νc, becoming νc the crossover point.

We now study the same phenomenon for the
flow. When dissipation is introduced into the system
according to [Seoane et al., 2006], the equations of
motion read:

ẍ + x + 2xy + µẋ = 0,
(6)

ÿ + y + x2 − y2 + µẏ = 0,

where µ is the dissipative parameter.
In this case the stable fixed point located at

(0, 0) becomes an attractor, which is easily observed
in Fig. 8(a). In order to compute the delay-time
function we shoot 500 particles with energy E = 0.2
from (x0, y0) = (0, 0.5) and θ ∈ (0, 2π), becoming
µ = 10−3, which we plot in Fig. 8(b), observing that
it also has a fractal structure as in the map case. On
the other hand, the fraction of particles remaining
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Fig. 8. (a) This figure shows a single trajectory of the Hénon–Heiles system with weak dissipation (described in Eq. (6)).
The parameter values are E = 0.195 and µ = 10−3, where the initial condition is at the point (x0, y0) = (0, 0.5), with θ0 = π.
(b) Typical delay-time function for the flow in the dissipative case.
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Fig. 9. Exponential decay law for the particles remaining in
the scattering region from the flow. R denotes the fraction
of particles remaining in the scattering region. Here, we are
shooting 500 particles with energy E = 0.2 from (x0, y0) =
(0, 0.5) and θ ∈ (0, 2π). Dissipative parameter is µ = 10−3.
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Fig. 10. Plot, for the flow of the coefficient of the exponen-
tial law, γ, versus µ. The value of the energy is: E = 0.19. We
observe, approximately, a linear relation between γ and µ.

in the scattering region, R, versus the escape time,
T , is plotted in Fig. 9. In this log plot we easily
observe the exponential behavior of the decay law,
R(t) ∼ e−γt. The behavior is quite similar as in the
case of the map.

If we now plot, for the flow, the coefficient of
the exponential law in the survival probability of
the particles in the scattering region, γ, against, µ,
we obtain a similar scaling law as in the case of the
map as shown in Fig. 10.

4. Escaping Dynamics in Noisy
Scattering Systems

It has been established in [Seoane & Sanjuán, 2008]
that in the presence of noise the particles escape
very fast from the scattering region independently
of the chosen noise. In order to illustrate the effects
of noise we introduce the noisy version of the map
and the flow, analyzing both of them.

For the map the equations of motion read:

xn+1 = λ

[
xn − (xn + yn)2

4
− ν(xn + yn)

]
+ un,

yn+1 = λ−1

[
yn + (xn + yn)2

4

]
+ vn,

(7)

where un and vn are noise. At each time n, the
values of un and vn are chosen independently
and randomly from uniform probability distribution
functions U(u) and V (v) given by,

U(u) =




1
2u0

if |u| < u0,

0 if |u| ≥ u0,

(8)
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Fig. 11. (a) A trajectory of the two-dimensional map for parameters value λ = 4 and ε = 0.2 where the initial condition is at
the point (x0, y0) = (2, 0.5) in which the particles are escaping after several iterations due to the noise effect. (b) The typical
delay-time function for the noisy case.

V (v) =




1
2v0

if |v| < v0,

0 if |v| ≥ v0.

(9)

For convenience we take u = v = ε.
In Fig. 11(a) we plot a single trajectory for

parameter values λ = 4 and ε = 0.2, where the
initial condition is at the point (x0, y0) = (2, 0.5).
We easily see that the particles are escaping after
several iterations due to the noise effect. We also
observe that noise destroys the KAM islands and
the particles escape very fast from the scattering
region. Figure 11(b) shows the typical delay-time
function for the noisy case which also contains both,
smooth and discontinuous parts. Other characteris-
tic point of the effects of the noise is in the survival
probability of the particles scattered in the scatter-
ing region. In [Seoane & Sanjuán, 2008] the authors

found an exponential law relationship between the
fraction of particles remaining in the scattering
region and the escape time, R(t) ∼ e−γt, showing
that this is independent of the chosen noise.

We review now the situation for the flow case in
which we introduce white Gaussian noise, for which
the equations of motion read as follows:

ẍ + x + 2xy + αẋ =
√

2εξ(t),
(10)

ÿ + y + x2 − y2 + βẏ =
√

2εη(t),

with ε is the intensity of the noise and ξ(t) and
η(t) are random variables. For convenience, we fix
α = β = µ, where µ is the dissipative parame-
ter. Since we are working with stochastic differen-
tial equations we will take the numerical integration
explained in [Kloeden & Platen, 1999].

Figure 12(a) shows a typical trajectory of
this system for parameter values: E = 0.19 and
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Fig. 12. (a) This figure shows a trajectory of the Hénon–Heiles system with noise intensity ε = 5 × 10−3. The parameter
values are E = 0.19 and µ ≥ 0, where the initial condition is at the point (x0, y0) = (0, 0.5), with θ0 = π. Notice that when
noise is introduced, the particle escapes faster than in the noiseless case. (b) Typical delay-time function for the Hénon–Heiles
system in the presence of noise.
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ε = 5 × 10−3. For convenience, we launch parti-
cles from within the scattering region and examine
the escaping trajectories. In particular, the parti-
cles are shot from the vertical line segment cen-
tered at (x0, y0) = (0, 0.5) with angle with respect
to the x-axis to be θ0 = π. The addition of noise
shows a classical trajectory in a noisy environment
(similar to a random walk) helping the particle to
escape earlier than in the noiseless case. The typi-
cal delay-time function for the Hénon–Heiles system
with ε = 5 × 10−3 is plotted in Fig. 12(b).

As is well known, the addition of weak dissipa-
tion does not affect the structural stability of the
Wada basins [Seoane et al., 2006]. On the contrary
as it is also known, if we introduce a small amount of
noise, the topology of the Wada basins is destroyed
and the phase space is smeared as shown in [Seoane
& Sanjuán, 2008].

4.1. Fractal dimension

One of the main objectives addressed in this paper
is a thorough analysis of the fractal dimension of
the set of singularities of the scattering function
in the presence of noise. As we mentioned in the
previous section, for a scattering system, a quan-
tity of physical interest is the scattering function
or the delay-time function, which gives the depen-
dence of some physical variables after the scattering
on some input variables (e.g. the impact parame-
ter) before the scattering. Scattering functions can
be experimentally measured, from which informa-
tion about the interior of the scattering system can
be inferred. For a chaotic scattering system, a scat-
tering function typically contains an uncountably
infinite number of singularities [Bleher et al., 1990;
Bleher et al., 1989]. For nonhyperbolic chaotic scat-
tering, the fractal dimension of the set of singulari-
ties in the scattering function is D = 1 [Lau et al.,
1991]. This is a direct consequence of the underly-
ing algebraic-decay law, and can be seen intuitively
by considering a zero-Lebesgue-measure Cantor set
that has D = 1. Start with the unit interval [0, 1].
Remove the open middle third interval. From each
of the two remaining intervals remove the middle
fourth interval. Then from each of the four remain-
ing intervals remove the middle fifth, and so on. At
the nth stage of the construction, there are N = 2n

subintervals, each of length: δn = [2/(n + 2)]2−n.
The total length of all subintervals δnN ∼ n−1

goes to zero algebraically as n → ∞. In order to
cover the set with intervals of size δn, the required

number of intervals is N(δ) ∼ δ−1(ln δ−1)−1. The
box-counting dimension of the set is then D =
limδ→0 ln N(δ)/ ln δ−1 = 1. Note that, D is the
exponent of the dependence N(δ) ∼ 1/δD , to which
the weak logarithmic dependence does not con-
tribute. However, it is the logarithmic term which
is responsible for ensuring that the Lebesgue mea-
sure is zero: δN(δ) ∼ (ln δ−1)−1 → 0 as δ → 0.
In a more general setting, if at each stage a frac-
tion ηn = a/(n + c), where a and c are constants, is
removed from the middle of each of the 2n remain-
ing intervals, then N(δ) ∼ (1/δ)[ln (1/δ)]−a. In this
case, the slope of the curve ln N(δ) versus ln δ−1,
which is d ln N(δ)/d(ln δ−1), is always less than 1
for small δ, but it approaches 1 logarithmically as
δ → 0. Thus, the result D = 1 still holds. A prac-
tical implication is that for fractals whose general
characters are similar to those for this example,
an accurate numerical estimation of the dimension
requires going to very small scales and, as such,
any numerical estimation of the dimension over a
finite range of scales will be an underestimate. As
the scale is decreased, the numerically determined
value of the dimension increases toward 1.

In a chaotic scattering system, particles are
launched from a line segment straddling the sta-
ble manifold of the chaotic saddle. There is then an
interval of input variables which lead to trajectories
that remain in the scattering region for at least a
duration of time, say T0. By time 2T0 a fraction η
of these particles leave. If the initial conditions of
these escaping particles are all located in the middle
of the original interval, there are then two equal-
length subintervals of the input variable which lead
to trajectories that remain for at least time 2T0. By
time 3T0 an additional fraction η of the particles,
whose initial conditions are located in the middle of
the two subintervals remaining at time 2T0, escape.
There are then four subintervals, particles initiated
from which can remain in the scattering region for
time at least 3T0, and so on. The resulting set is a
Cantor set of Lebesgue measure zero on which par-
ticles never escape. The box-counting dimension of
the Cantor set is given by

D =
ln 2

ln
[
1 − η

2

]−1 .

In the conservative case, if the scattering is non-
hyperbolic, because of the algebraic decay: P (t) ∼
t−z, the fraction η is no longer a constant: it varies
at each stage of the construction of the Cantor set.
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At the nth stage (n large), the fraction ηn is
approximately given by ηn ≈ −T0P

−1dP/dt ≈
z/n, which yields a Cantor set with dimension 1,
where the quantity a in the mathematical con-
struction of the Cantor set corresponds to the
algebraic-decay exponent z. For conservative hyper-
bolic chaotic scattering, particles escape exponen-
tially from the scattering region: P (t) ∼ e−γt, where
the decay rate γ is related to the fraction η as
γ = T−1

0 ln (1 − η)−1. In [Seoane et al., 2007] the
authors focused their study in the characterization
of the fractal dimension in the dissipative case find-
ing a crossover behavior as indicated in Sec. 3. Here
we address the effect of noise to the fractal dimen-
sion in both systems, the map and the flow.

4.1.1. Fractal dimension for the map

The fractal dimension of the set of singularities
would be interesting to know once noise is intro-
duced into the system and it is our focus of atten-
tion here.

Figure 11(b) shows, for λ = 4 and (ε = 0.05),
the delay-time function for scattering trajectories,
where we have chosen, N = 500 particles at y = −2
with x varying systematically from 0.5 to 0.8. At
the scale shown, the two plots exhibit qualitatively
similar features. However, the fractal dimensions of
the set of singularities in the two functions are not
equal. In the conservative case, the value is close
or slightly less than the unity and equal or slightly
larger than the unity, D ≥ 1, once a small amount
of noise is introduced. To demonstrate this, we use
the uncertainty algorithm [Grebogi et al., 1983] to
numerically calculate the fractal dimension.

To perform the dimension calculation, we use
the uncertainty algorithm [Grebogi et al., 1983].
In particular, we choose a line segment defined
by y0 = −2 from which trajectories are launched
toward the scattering region about (x, y) = (0, 0).
For a given initial condition x0 on the line segment,
a perturbed initial condition x0 + ε can be cho-
sen, where ε is the amount of perturbation. If the
two trajectories from the initial conditions escape
(say when

√
x2 + y2 > 10) in the same number

of iterations, or if both trajectories approach the
same attractor, the two initial conditions are cer-
tain with respect to the perturbation ε. Other-
wise, if the trajectories escape in different numbers
of iterations, or if the trajectories approach dis-
tinct attractors, the initial conditions are uncertain
with respect to the perturbation ε. Among a large
number of initial conditions, the fraction of uncer-
tain initial conditions f(ε) scales algebraically with
ε as f(ε) ∼ ε1−D, or f(ε)/ε ∼ ε−D, where D is the
fractal dimension [Grebogi et al., 1983] of the set of
singularities in a scattering function defined on the
initial line segment. Figure 13(a) shows, for ν = 0
and ε = 0.2, the algebraic scaling of f(ε)/ε with ε.
We obtain D = 1.02 ± 0.01. [In the actual compu-
tation of f(ε), we increase the number of random
initial conditions until the number of uncertain ini-
tial conditions reaches a prescribed value (say 500)].
If we plot the variation of the fractal dimension, D,
versus noise amplitude, ε, we find that for large val-
ues of noise, ε ≥ εc, the fractal dimension D keeps
a little bigger than the unity as it occurs in noisy
systems. Figure 13(b) shows this phenomenon in
which it can be observed that it takes place for
the critical value of epsilon. It indicates that the
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Fig. 13. (a) For the map, with λ = 4, algebraic scaling of f(ε)/ε versus ε for noise amplitude ε = 0.2. The fractal dimension is
estimated to be D = 1.02 ± 0.01. (b) Dependence of the dimension, D, on the noise amplitude ε. We can observe the transition
point and the region in which D ≥ 1. Vertical arrow denotes the value of the intensity of noise for which the particles escape
very fast.
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Fig. 14. (a) For the flow, with E = 0.19, algebraic scaling of f(ε)/ε versus ε for noise amplitude ε = 10−3. The fractal
dimension is estimated to be D = 0.99± 0.01. (b) Dependence of the dimension, D, on the noise amplitude ε. We can observe
the transition point and the region in which D ≥ 1 as occurs in the map case. Vertical arrow denotes the value of the intensity
of noise for which the particles escape very fast.

particles are escaping very fast from the scattering
region.

4.1.2. Fractal dimension for the flow

Figure 12(b) shows, for E = 0.19 and ε = 0.005,
the delay-time function for scattering trajectories,
where we have chosen N = 500 particles at y = 0
with initial direction θ varying systematically from
0 to 0.05.

The fractal dimension of the set of singulari-
ties in a scattering function can be calculated by
using the same uncertainty algorithm. Figure 14(a)
shows, for E = 0.19 and ε = 10−3, the algebraic
scaling of f(ε)/ε with ε, where initial conditions are
chosen from the line segment outside the scattering
region defined by (x0, y0) = (0, 1) and Θ ∈ (0, 2π),
where Θ is the shooting angle with respect to the
x-axis. We obtain D = 0.99± 0.01. If we plot, as in
the case of the map, the variation of D versus the
noise amplitude ε we find the same phenomenon
in which D ≥ 1 which is typical in noisy systems
[Fig. 14(b)].

5. Conclusions and Discussion

In conclusion, by using as prototype models, a
two-dimensional map with escapes and the Hénon–
Heiles Hamiltonian, we have shown the influence
of introducing dissipation and noise in the behav-
ior of the scattering system. We have shown that
the decay rate of the scattering particles follows an
exponential law, in the same way that it was known

for a two-dimensional map. These decay rates indi-
cate that the particles escape from the scattering
region faster or slower depending on noise or dissi-
pation as added, respectively. We also have shown
a scaling law between the coefficient of the expo-
nential law against the dissipative parameter. We
have provided numerical support for this fact by
computing the fractal dimension of the set of sin-
gularities of the scattering function obtaining that
its value is less than one for the dissipative case
and one for the noisy case. In physical contexts,
our work can appear in advective dynamics of iner-
tial particles in open chaotic flows which also has
implications to problems of current concern such
as the transport and trapping of chemically or bio-
logically active particles in large-scale flows. We
expect this work to be useful for a better under-
standing of chaotic scattering phenomena because
our models are paradigmatic systems and the
results can be, in principle, generalized for higher-
dimensional problems and for any open dynamical
system.
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