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Abstract: Recent work has shown that chaos-based communication systems can yield performances as good as their non-chaotic
counterparts in additive white Gaussian noise (AWGN), and behave even better in flat-fading channels. However, much of this
work relies on computer simulations and there is still a need to study in depth the implementation issues of such systems. The
authors address for the first time a fixed-point arithmetic implementation of the iterative decoding algorithm for a recently
proposed and successful class of parallel concatenated chaos-based coded modulations. The novel digital signal
processor (DSP) results demonstrate that it is possible to implement in standard hardware competitive chaos-based
communication systems.
1 Introduction

The possibility of using chaotic signals to carry information
became a hot topic in non-linear science and engineering
because chaotic signals were supposed to have good
properties for a number of important applications [1–10].
However, this interest decayed because many of the systems
proposed were not so useful as expected. Nevertheless,
we have recently witnessed the arrival of some proposals
with good performance as compared with their classical
counterparts. Some works, for example, ascertain the
possibilities of chaos in secure communications and chaos-
based systems working at the waveform level have already
shown to be of potential use in multipath fading channels
[11], whereas chaos-based systems working at the coding
level [12] have shown to provide good results in multi-user
channels. Other publications have stressed the fact
that chaos-based coded modulated (CCM) systems working
at a joint waveform and coding level can be efficient in
additive white Gaussian noise AWGN or flat-fading
channels [13–16].

This relative success has been achieved by building a
comprehensive bridge linking the fields of chaos theory and
digital communications. This has made it possible to build
parallel concatenated CCM (PCCCM) systems exhibiting
coding gains comparable to those achieved with standard
binary parallel concatenated systems [14]. It is a known fact
that to exploit the low bit-error rate (BER) possibilities
of concatenation it is necessary to provide an efficient
implementation of the iterative decoding algorithm. In fact,
it accounts for almost all the processing delay, and
much effort has been traditionally put into improving its
efficiency [17].
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On the other hand, multi-purpose hardware platforms,
such as digital signal processor (DSP), ones have been
normally employed when addressing the implementation of
the iterative decoding algorithm on a first approach [18]. The
main issue that arises when implementing such decoding
algorithms is the degrading effect of quantisation and fixed-
point arithmetic [19]. There exists a trade-off between
complexity and performance that has to be studied before
considering more specific hardware solutions. The main
aim of this article is to establish a first benchmark and to
gain insight into the practical implementation issues of this
new kind of system, focusing mainly on the effects of
approximations and fixed-point arithmetics. The results hint
that further work on this sort of chaos-based systems can
help them to successfully join the turbo and turbo-like
systems’ growing popularity trend.

According to all this, in Section 2, we briefly review the
main aspects of the chaos-based system. In Section 3, we
focus on the implementation issues. In Section 4, we analyse
the DSP-based results and the algorithm performance. In
Section 5, we draw some conclusions.

2 System description

The PCCCM systems considered here are the same as
proposed in [14]. Thus, we do not review them in full detail,
and only recall the main definitions. The concatenated
encoder consists of two CCM subsystems, which accept as
input blocks of N bits, b ¼ {b1, . . . , bN} for one CCM and
c ¼ {c1, . . . , cN} for the other, where c is the interleaved
counterpart of b. The first CCM produces a block of
chaos-like samples x2n21, n ¼ 1, . . . , N, at a rate of one
sample per input bit and the second CCM produces a second
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block of chaos-like samples x2n, n ¼ 1, . . . , N, at the same rate.
The PCCCM outputs blocks of size 2 N (total rate R ¼ 1/2 bits
per chaotic sample). Each xk, k ¼ 1, . . . , 2N, is a quantised
sample that can only take 2Q possible values distributed
uniformly in [21, 1]. The encoding process for each CCM
can be described by an equivalent trellis encoder with 2Q

states [14].
We consider here the AWGN and the frequency non-

selective flat-fading channel with perfect channel state
information (CSI), so that the signal arriving at the decoder
side will be rk ¼ ak

.xk + nk, k ¼ 1, . . . , 2N, where nk are
samples of the AWGN process with power s2. The
corresponding sample of the fading process is ak, which
follows a Rician pdf with parameter K [13], and ak ¼ 1 in
the AWGN channel. The fading process is described by an
uncorrelated sequence of amplitudes an which follow a
Rician probability density function (pdf) given by

p(an) = 2an(1 + K)e−a2
n(1+K)−KI0(2an
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where I0(.) is the zeroth-order modified Bessel function of
the first kind, K is the ratio of specular to diffuse energy,
and an ≥ 0. K ¼ 0 corresponds to the Rayleigh case,
and K � 1, to no fading. The mean and variance are given
by
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where I1(.) is the first-order modified Bessel function of the
first kind. E[an

2] ¼ 1, so that the signal to noise ratio is
not affected. The block of rk samples are input to an
iterative decoder for further processing. Let us review
briefly the maximum a posteriori (MAP) decoding
algorithm for the chaos-based soft-input soft-output (SISO)
modules [14]. If the first CCM encoder is initially at state si

and an input bit bn drives it at state sj at time n, with
associated output x2n21, the output log-probability ratio
L(bn;O) is calculated as follows (In all the following, (.;O)
denotes output values or probabilities, and (.;I ), input
values or probabilities.)

L(bn; O) = log
p(bn = 1; O)

p(bn = 0; O)

= log

∑
sibn=i

sj
exp(an(si) + p(x2n−1; I) + bn(sj))∑

sibn=0
sj

exp(an(si) + p(x2n−1; I) + bn(sj))

(1)

where the summations are taken over all possible transitions
si

bn=b
sj between pairs of states where bn takes the value

b, n ¼ 1, . . . , N. The quantities an(.) and bn(.) are the
known forward–backward log-probabilities of the MAP
algorithm. p(x2n21;I ) ¼ log[p(r2n21|x2n21)] is the transition
log-probability of the channel, and it is the input metric for
the algorithm, calculated as p(x2n21;I ) ¼ A(r2n21 2 a2n21

.

x2n21)2 + B, where A and B are constants, which depend on
the signal-to-noise ratio Eb/N0 [14].
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The probabilities an(.) and bn(.) are calculated through a
well-known forward–backward algorithm according to

an(sj) = log
∑

si

exp(an−1(si) + p(x2n−1; I)

(

+p(bn = b;I))

)
+ ha, n = 1, . . . , N (2)

bn−1(si) = log
∑

sj

exp(bn(sj) + p(x2n−1; I)

⎛
⎝

+p(bn = b;I ))

)
+ hb n = N , . . . , 1 (3)

where ha and hb are normalisation constants needed to
avoid overflows, and p(bn ¼ b;I ) ¼ log[p(bn ¼ b;I )] is the
a priori input log-probability for bn ¼ b. The input
log-probability ratio L(bn;I ) equals zero in the initial step,
since p(bn ¼ b;I ) ¼ 1/2, b ¼ 0,1. To compute (2) and (3),
we need the initial values for a0(.) and bN(.). In each data
block, the initial state will be always the zero state; we also
perform trellis termination. Therefore a0(sj ¼ 0) ¼ bN

(si ¼ 0) ¼ 0 and a0(sj = 0) ¼ bN(si = 0) ¼ 21. The
second SISO can be described in the same way, just by
writing cn instead of bn, x2n instead of x2n21 and r2n instead
of r2n21.

As described in [14], once the iterative decoding algorithm
is working in its intended way, the output probability
estimations of one SISO decoder (L(bn;O), L(cn;O)) act as
input probability estimations for the other one (L(cn;I ),
L(bn;I ), after the interleaving and deinterleaving stages,
respectively), until a fixed number of iterations is reached
and a decision is made to get the block of decoded bits b̂n,
n ¼ 1, . . . , N. Note that the main difference of this
algorithm with respect to the decoding algorithm of a
standard binary turbocode lies in the fact that there are 2Q

possible different symbols in the channel to be accounted
for when calculating the log transition metrics.

To perform our tests, we have made use of two possibilities
among the ones described in [14]: the PCCCM system
consisting in the concatenation of two inverse multi-tent
map (ImTM) encoding blocks, and the combination of one
ImTM encoding block and one multi-tent map (mTM)
multi-tent map encoding block. These two PCCCM systems
exhibit good trade-offs respecting the location of the
waterfall region (ImTM only system), and respecting the
level of the error floor (ImTM/mTM system).

3 DSP implementation

When the decoding algorithm described in the previous
section is implemented in fixed-point hardware, a number
of adaptations are needed [18, 19]. They are mainly
related to data precision, data storage, normalisation and
arithmetic operations. In our case, the calculation of
probabilities will be performed considering a 16- bit
fixed-point data type. A floating-point version simulated
on a computer is used as a benchmark reference for the
performance of the fixed-point version. The platform
chosen for the implementation of the algorithm is a
TMS320C6713 DSP starter kit.
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Owing to the chosen data type, a scaling of the different
variables is performed to avoid overflows. This means that
the number of bits for the integer and decimal parts are to
be chosen to provide a good trade-off between overflow
probability and precision. We will focus on the codification
of the log-probabilities of the SISO decoder, which should
be designed with special care since the overflows usually
happen at this step of the algorithm. First of all, noticing
that the log-probabilities are always negative, we can drop
the sign bit. Thanks to this extra precision bit, it is possible
to reach the same BER as with the floating-point data type
with a significant increase in computation speed and
improvement in memory use. However, some problems
appear when using long frame sizes where the forward and
backward log-probabilities saturate with higher probability.
This saturation can be avoided with the normalisation
constants ha and hb in (2) and (3), but at the cost of at least
10% speed loss for each loop. For example, for a frame
length N lower than 5500 symbols, 12 bits are devoted to
the integer part and 4 bits to the decimal part. We will
denote this data format as (12, 4). When the frame length is
higher than 5500 and lower than 10 000, the integer part
has to be extended as (13, 3). This reduction of the
available precision leads to a slightly higher BER in the
waterfall region for such frame lengths.

One main issue arises when implementing (1)–(3), since
they involve the calculation of the logarithm of a sum
of exponentials of log-probabilities. This operation is
performed using the max∗ operator (the Jacobian logarithm
[20]), defined as

log(ex + ey) = max∗(x, y)

= max(x, y) + log(1 + e−|x−y|) (4)

The term max(.,.) is easy to implement in hardware, whereas,
to achieve good performance, the term log(1 + e2|.|) has to
be approximated accurately enough [21]. In practice, this is
done by using a lookup table (LUT), where a number of
samples of such correction term are stored. We thus avoid
some time-consuming operations. In this paper, we have
followed two approaches: discretising the correction term
with 32 values taken at equal intervals (LUT version v1), or
using a rough approximation with two values (LUT version
v2) [22].

Moreover, producing an efficient DSP code requires
following some steps, so as to cope with the intensive
computations of the SISO. We disclose here a general
method:

† Identification of the parts of the algorithm with a high
computational cost (usually loops).
† Elimination of the irrelevant code (e.g. dead loops).
† Changing the 2D arrays to 1D linear-indexed ones.
† Making convenient approximations in the algorithm
(e.g. the mentioned max∗ function approximation).
† Taking advantage of the redundancy in the computations
with the use of butterfly multiplication (see details below).
† Implementation of the algorithm with fixed-point
arithmetics (with special attention to avoiding overflows or
poor precision calculations).
† Optimisation of the DSP code with linear assembly
language to improve the use of the instruction pipeline.
† Unrolling the loops wherever possible.
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Further improvements of the code rely on the exact
transition structure of the trellis. Analysing it more closely,
we found out that two different states could be calculated
using the same input data values. This fact recalls the
butterfly multiplication used in the fast Fourier transform,
where a large number of memory accesses are saved by
wisely choosing the sequence of operations. We thus
exploit the possible symmetry of the trellis, which is a
property of the encoder. Depending on the combination of
CCM blocks, the code could allow more specific
adaptations. The ImTM and the mTM encoders have the
following properties:

† The ImTM encoder possesses a nice symmetric trellis, so
that we can simplify some loops with the butterfly structure.
As a tradeoff, this encoding structure is weaker [14].
† The mTM encoder does not have the same symmetry as the
ImTM one, and the state transition appears random, which is
an advantage from the error floor level point of view, since the
related distance spectrum is sparser. However, it is possible to
find a butterfly structure that takes advantage of some
repeated memory accesses and overcome this inconvenience
to some degree.

Although these modifications do increase the size of the
code itself, they save at least 12.2Q operations per bit,
which represent a saving between 20 and 30% depending
on the encoder.

The result, after applying these steps and carefully
debugging the code, is an efficient iterative decoder, which
keeps the chaos-based properties of the whole system.
These properties are mainly related to the fact that they do
not comply with the uniform error property (which leads to
better perfomance in the flat-fading channel [13]), and that
they are almost insensitive to the value of the quantisation
factor Q in the error floor region [14]. Nevertheless, the
BER at the waterfall region will be somewhat affected by
the following critical implementation factors:

† The use of the approximated max∗ operator.
† The use of a fixed-point data format.

4 Results

We have performed our tests with the specific kind of
PCCCM mentioned in Section 2, using different data block
lengths and a fixed quatisation factor of Q ¼ 4 (16-states
encoders), in order to verify the implementation trade-offs.
In all the cases, we have made use of S-random
interleavers, with high S values [14]. As a comparison, we
have included when needed the results for instances of the
UMTS and Cdma2000 standard binary turbocodes, with
16-states constituent encoders, rate R ¼ 1/2 and data block
lengths as close as possible to the PCCCM ones. In all the
cases, we have performed seven decoding iterations.

In Fig. 1, we can see the BER results for different cases of
the PCCCM system in AWGN. If we focus on the PCCCM
with two ImTM CCMs as constituent encoders, we see that
we have a loss in the waterfall region when switching from
floating-point to 16 bits fixed-point (fp16). This is owing to
the trade-off imposed by the large data block (10 000 bits),
so that, to avoid overflows, the number of bits devoted to
the integer part have to be kept high. As a result, we lose
precision when the algorithm starts to converge, but, once
full convergence is reached, the BER at the error floor
region remains the same. As we will see, when using the
IET Commun., 2012, Vol. 6, Iss. 10, pp. 1278–1283
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Fig. 1 Results in the AWGN channel for the ImTM PCCCM with N ¼ 10 000 and S ¼ 23 (solid line), and for the mTM/ImTM PCCCM with
N ¼ 4096 and S ¼ 14 (dashed line)

Floating-point results are with v1 LUT
v2 LUT with only two stored values, we can gain in
processing speed, but at the cost of an additional loss in
the waterfall region (see Fig. 1). On the other hand, we
see that, with a data block length of 4096 (mTM/ImTM
case), there is practically no loss between the floating-
point and the fp16 cases. This is owing to the fact that we
can devote extra bits to the decimal part and gain in
precision without allowing overflows. Again, the use of
the v2 LUT leads to a loss of a tenth of dB in the
waterfall region, whereas the error floor remains basically
the same. Therefore special attention has to be paid when
using such systems in the vicinity of the waterfall region
to meet the specific criteria of processing speed, BER,
delay, block data length and so on. When in the error
floor region, we can rely on the simplest and fastest
implementation, and take into account as target BER the
theoretical one.

In Fig. 2, we represent the DSP results in the flat fading
channel for the 16-states UMTS and Cdma2000 binary
rate 1/2 turbocodes, with standard interleaver lengths 5114
and 6138, respectively. We have made use of the
corresponding interleavers provided in the standards for
such data lengths. We also plot the results for a mTM/
ImTM PCCCM with Q ¼ 4, 5500 length S-random
interleaver with S ¼ 19, so that the encoder and decoder
complexity, the data rate and the interleaver block length
are comparable. We group the BER results for K ¼ 20
(almost no fading), K ¼ 5 and K ¼ 0 (Rayleigh fading, no
line-of-sight component). In all the cases, the tests have
been performed with the v1 LUT and the 16 bits fixed-
point data type. We can see that, though in the case closest
IET Commun., 2012, Vol. 6, Iss. 10, pp. 1278–1283
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to the AWGN channel both turbocodes outperform the
PCCCM, as we get closer to the Rayleigh fading channel
case, the latter behaves considerably better, losing up to
some tenths of dB less that the former systems. The results
presented in [13] pointed out that it could be convenient to
exploit the sparse and complex distance spectra of the
inherently non-linear CCM in the flat-fading channel,
which is a novelty respecting the usual linear systems
design criteria of just focusing on minimum distance. We
verify here that this property can in fact be exploited in
concatenated systems, and, more important, that it still
holds when incorporating the trade-offs imposed by the
fixed-point implementation.

In Table 1, we can see the processing speed and delay per
iteration when using both PCCCM examples with Q ¼ 4
and N ¼ 5500. The standard turbocodes of Fig. 2 exhibit
better delays of about one-eighth of the reported ones for
PCCCM, owing to the fact that there is only one metric
per bit to be calculated and introduced in the algorithm,
whereas for the PCCCM we have 16 metrics per bit
(Q ¼ 4). This is clearly a disadvantage, but we have to
take into account that with an accurate design of the CCM
and the use of dedicated ad hoc hardware, there should be
no problem to get throughputs as high as the ones needed
to meet actual demands in wireless communications.
Moreover, we have limited ourselves here to a multi-
purpose non-optimised platform, just to gain insight on
the implementation issues of PCCCM and circa 500 kbps
per iteration is a good starting point, if we compare
it with the initial implementations of the UMTS
turbocode [23].
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Fig. 2 Results in the flat fading channel for different K values

Cdma2000 turbocode is depicted in solid line, ‘x ’, UMTS turbocode is depicted in dashed line, ‘x ’ and mTM/ImTM PCCCM is depicted in solid line, ‘v ’
5 Conclusions

We have proposed a specific DSP implementation of the
iterative decoding algorithm for a good performing chaos-
based turbo-like system and we have illustrated the
corresponding trade-offs. We have verified that we can get
results in a real platform very close to the theoretical
performance whereas keeping reasonable values for the speed
and processing delay. Our main purpose was to offer a first
benchmark for a new kind of chaos-based communication
systems, but the results show that it can already be of potential
use in digital communications, specially in flat fading
channels. This work proves that chaos in communications is
steadily approaching the point of real applicability.
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Table 1 Performance results for different test cases: fourth

column, processing speed; fifth column, processing delay

ImTM PCCCM, performance per iteration

fp16 Q ¼ 4 v1 LUT 462 kbps 12 ms

fp16 Q ¼ 4 v2 LUT 644 kbps 8.5 ms

mTM/ImTM PCCCM, performance per iteration

fp16 Q ¼ 4 v1 LUT 493 kbps 11 ms

fp16 Q ¼ 4 v2 LUT 627 kbps 8.7 ms
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