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a b s t r a c t 

Based on the time-frequency analysis, a piecewise re-scaled method is proposed to real- 

ize aperiodic resonance in a Duffing system excited by the nonlinear frequency modulated 

(NLFM) signal. Based on the aperiodic resonance theory, the weak NLFM signal is enhanced 

greatly. By short time Fourier transform, numerical simulations are carried out for several 

kinds of NLFM signal. The results show that the method enhances the NLFM signal ef- 

fectively. Meanwhile, the effectiveness of the method is still illustrated in the noise back- 

ground. In addition, the noise and the interference frequency can be removed. Noteworthy, 

and differently as what happens with the stochastic resonance and vibrational resonance, 

the aperiodic resonance does not require any auxiliary signal or noise to induce it. This 

constitutes also a new result of this paper. Next, in order to expand the application of this 

method, it is used to process the experiment signal of bearing fault under variable speed 

condition. The validity of the method is illustrated again. The results provide new refer- 

ence in processing non-stationary frequency-modulated signal. Finally, an adaptive piece- 

wise re-scaled aperiodic resonance scheme is put forward to get optimal parameters to 

induce stronger aperiodic resonance quickly. 

© 2020 Elsevier B.V. All rights reserved. 

 

 

 

 

 

 

 

 

1. Introduction 

Signal is usually considered as a representation of the operating state of an equipment or a system. However, in the

actual signal acquisition process, the target signal usually contains a large number of interference components due to the

existence of complex working conditions. These interference components make the target signal extremely weak and difficult

to identify. Therefore, the signal enhancement methods have attracted more and more attention in various fields, such as

acoustics [1] , chemistry [2] , biology [3] , optics [4–6] , and fault diagnosis [7–9] . 

Frequency modulated signal is a kind of typical signal [10–13] , which is widely used in science and engineering. In partic-

ular, the processing of nonlinear frequency modulation (NLFM) signal has attracted increasing attention, such as in the field

of radar [14,15] , communication engineering [16,17] , etc. Therefore, the study of NLFM signal is particularly important in en-

gineering application. At present, some time-frequency analysis techniques have been used to process frequency-modulated
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signal. Such as the time-varying demodulation analysis [18] , the variational mode decomposition [19] , the generalized syn-

chrosqueezing transform [20] , the wavelet analysis [21] and so on. In addition, the enhancement of weak frequency modu-

lation signal has achieved some research results [22,23] , especially in the field of mechanical fault detection [24,25] . 

Nowadays, some nonlinear resonance methods have been widely used to enhance the weak signal. For example, both

stochastic resonance (SR) [26] and vibrational resonance (VR) [27] can produce a signal enhancement. When SR occurs, the

noise in the output is suppressed and the weak signal is enhanced. SR method has been applied to the detection of weak

signal [28-31] . In fact, even if the optimal SR output can be obtained adaptively, there are still some extra interference fre-

quency components due to the existence of random excitation. Moreover, the signal-to-noise ratio often cannot be greatly

improved by SR method. VR is another effective method to enhance weak characteristic signal [32,33] , which is similar in a

certain sense to SR method. The main difference is that the noise is substituted by a fast auxiliary excitation. However, com-

pared with the noise, a fast excitation in determined form is easier to control. Therefore, the application of VR method has

also achieved some results in weak characteristic signal enhancement [34] . Nevertheless, VR method has a few drawbacks,

such as the distortion between the time domain waveform of the system output and the original signal. SR and VR methods

use noise or auxiliary signal to induce resonance phenomenon, so as to realize the purpose of signal enhancement. However,

there is few work on using aperiodic signal directly to induce aperiodic resonance and enhance aperiodic signal, especially

for NLFM signal. Due to the frequency of the NLFM signal is time modulated, to realize the aperiodic resonance is much

more difficult than SR and VR. Therefore, the research motivation of this paper is the new nonlinear dynamic phenomenon

and the application of aperiodic resonance. 

In a nonlinear system excited by a single signal only, the response may present complex resonance phenomenon. At

this point, the weak signal would be enhanced greatly when strong resonance occurs at the characteristic frequency. With

regard to a NLFM signal excited system, the resonance may also appear under certain conditions. Considering the frequency

is modulated with the time, the conditions of the strong resonance may be difficult to obtain. Motivated by this problem,

we try to propose the piecewise re-scaled method to induce strong resonance in a simple Duffing system and enhance the

NLFM signal to a great extent. 

The rest of the paper is organized as follows. In Section 2 , the theoretical formulation of the piecewise re-scaled aperiodic

resonance method is introduced in detail. In Section 3 , the feasibility of this method is verified by using several kinds of

NLFM signal. In Section 4 , the proposed method is applied to process the experimental signal of bearing fault. In Section 5 ,

the adaptive piecewise re-scaled aperiodic resonance method is proposed by using an optimization algorithm to find out

the optimal system parameters quickly. In the last section, the main conclusions of the paper are given. 

2. Piecewise re-scaled method 

The second-order Duffing system is governed by the following differential equation 

d 

2 x 

d t 2 
+ δ

d x 

d t 
− ax + b x 3 = s ( t ) (1) 

The system parameters a > 0, b > 0, and δ is the damping coefficient. Here, as an example of NLFM signal, the function s ( t )

is described by 

s ( t ) = s 1 ( t ) = A cos 
(
πγ t 3 + 2 π f 0 t + ϕ 

)
, (2) 

where A, γ , f 0 and ϕ are the amplitude, the chirp rate, the carrier frequency and the initial phase of the NLFM signal,

respectively. 

A small excitation amplitude can be enhanced due to the existence of a nonlinear resonance. The resonance condition

may be achieved by tuning the system parameters appropriately. Then, it further induces the aperiodic resonance to enhance

the weak external excitation signal. 

Differentiating the phase of the NLFM signal, the instantaneous frequency f ( t ) is obtained 

f (t) = 3 πγ t 2 + 2 π f 0 (3) 

Obviously, the instantaneous frequency is a nonlinear function of the time. What we need to point out is that if we choose

heterz (Hz) as the unit of the frequency, the instantaneous frequency is 1 
2 π f (t) . 

With the increase of time, according to Eq. (3) , the frequency of the external excitation signal also increases gradually. At

this point, it is difficult to achieve the aperiodic resonance and get the optimal enhancement effect. In order to enhance the

NLFM signal by an aperiodic resonance, the idea of signal segmenting was introduced in our former works [35] . By dividing

the whole signal into several sections, searching for the system parameters to match the frequency of the excitation in

each segmentation, a resonance response is achieved respectively corresponding to each output. In this process, getting

different system parameters to match each signal segmentation is the key step. The frequency of the NLFM signal increase

continuously over time, the “high-frequency” should be processed. There are some methods to solve this problem, such

as the normalized scale transformation method [36] , the twice-sampling method [37] , the frequency-shifted and re-scaling

method [38,39] , etc. These methods help us to find the system parameters that approximately matching the signal frequency

and then realize the aperiodic resonance. The general scale transformation method is a better method and it can achieve a

stronger resonance [40] . As a result, it is used to process the NLFM signal in this subsection. Hence, for the signal processing,
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we have three steps. First, the whole NLFM signal is segmented into several sections. Second, each segmentation is consider

as an input to get the output. All these outputs in turn constitute the whole response of the system. Finally, the resonance

of each segmentation is achieved by choosing different appropriate system parameters. 

The re-scaled parameter m is defined as 

m = m 0 

(
3 πγ t ei 

2 + 2 π f 0 
)

(4)

where m 0 is a fundamental scale coefficient. t ei represents the time corresponding to the end point of the i th signal segmen-

tation. We use d as the number of segmentation. In a different segmentation, we may have a different rescaled-parameter

m . 

Then, we introduce the variables 

x ( t ) = z ( τ ) , τ = mt (5)

Substituting Eq. (5) into Eq. (1) , we get 

d 

2 z ( τ ) 

d τ 2 
+ 

δ

m 

d z ( τ ) 

d τ
− a 

m 

2 
z ( τ ) + 

b 

m 

2 
z 3 ( τ ) = 

1 

m 

2 
s 

(
τ

m 

)
(6)

Now, if we define 

a 

m 

2 
= a 1 , 

b 

m 

2 
= b 1 , 

δ

m 

= δ1 (7)

we have 

d 

2 z ( τ ) 

d τ 2 
+ δ1 

d z ( τ ) 

d τ
− a 1 z ( τ ) + b 1 z 

3 ( τ ) = 

1 

m 

2 
s 

(
τ

m 

)
(8)

According to Eq. (8) , the external excitation frequency is reduced to 1/ m of the frequency of the original signal. Mean-

while, a 1 and b 1 are system parameters by the excitation of the low-frequency signal. Further, the input signal is restored

to its original strength by the following formula, 

d 

2 x 

d t 2 
+ m δ1 

d x 

d t 
− m 

2 a 1 x + m 

2 b 1 x 
3 = m 

2 s ( t ) (9)

In Eq. (9) , by choosing an appropriate value of m , an aperiodic resonance at an arbitrary excitation frequency may be

realized. The enhanced segmentation with small amplitude may be submerged by that with large amplitude. Therefore, for

all segmented signals, the same parameters a 1 , b 1 and m 0 are selected to avoid this situation. 

In order to measure the enhancement effect of aperiodic resonance, the spectral amplification factor is introduced as the

evaluation index [35] . The index of spectral amplification factor η is defined as 

η = 

∫ f max 

f min 
X ( f ) df ∫ f max 

f min 
S( f ) df 

, (10)

where f min and f max are the minimum instantaneous frequency and maximum instantaneous frequency of the NLFM signal,

respectively. The functions S ( f ) and X ( f ) represent the amplitude of the spectrum of the original signal and system output,

respectively. 

3. Several kinds of typical NLFM signal 

In this section, several kinds of NLFM signal are constructed to verify the validation of the piecewise re-scaled aperiodic

resonance method. 

3.1. The NLFM signal with increasing frequency over time 

We take the signal in Eq. (2) as an example of NLFM signal with increasing frequency over time. Fig. 1 shows the

time domain waveform, the amplitude spectrum and the short time Fourier transform (STFT) spectrum of the raw signal,

respectively. The STFT spectrum is another good technique in modulated signal analysis. From these curves, we can see the

difference of the NLFM signal from the harmonic signal and LFM signal. 

Corresponding to the signal in Figs. 1 , 2 illustrates the spectral amplification factor η versus the system parameter b 1 . The

spectral amplification factor η at first increases with increasing the value of b 1 , then reaches a maximum and falls again.

This means that a resonance occurs in this case. Namely, the aperiodic resonance still can appear when the input signal in

the nonlinear system is merely considered. It is evident that a strong resonance can be induced by an external signal only

without the aid of noise (in SR) or another auxiliary signal (in VR). Moreover, the optimum system parameters for inducing

aperiodic resonance can be determined by describing the resonance curve. 

At the resonance peak in Fig. 2 , i.e ., corresponding to the optimal system parameters, the optimal system output is ob-

tained in Fig. 3 . Compared with Figs. 1 (a)–(b), Figs. 3 (a)–(b) show that the NLFM signal is effectively enhanced in the output.

Meanwhile, by comparing Figs. 1 (c) and 3 (c), we find that the proposed method also extracts the time-varying characteristic

frequency successfully. These results illustrate that the proposed method is effective in NLFM signal enhancement. 
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Fig. 1. The input NLFM signal, (a) the time domain waveform, (b) the amplitude spectrum, (c) the STFT spectrum. The simulation parameters are A = 0.1, 

γ = 0.1, f 0 = 1, ϕ = 0, f min = 1 and f max = 6.4. 

Fig. 2. The spectral amplification factor η versus the system parameter b 1 . The simulation parameters are a 1 = 0.01, δ1 = 0.2, m 0 = 1500 and d = 24. 
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Fig. 3. The system output, (a) the time domain waveform, (b) the amplitude spectrum, (c) the STFT spectrum. The simulation parameters are a 1 = 0.01, 

b 1 = 0.2, δ1 = 0.2, m 0 = 1500 and d = 24. 

Fig. 4. The input NLFM signal, (a) the time domain waveform, (b) the amplitude spectrum, (c) the STFT spectrum. The simulation parameters are A = 0.1, 

γ = 0.1, f 0 = 6, ϕ = 0, f min = 0.6 and f max = 6. 
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Fig. 5. The spectral amplification factor η versus the system parameter b 1 . The simulation parameters are a 1 = 0.01, δ1 = 0.2, m 0 = 1500 and d = 24. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3.2. The NLFM signal with decreasing frequency over time 

With the increase of time, the NLFM signal with decreasing frequency is as follow 

s ( t ) = s 2 ( t ) = A cos 
(
−πγ t 3 + 2 π f 0 t + ϕ 

)
(11) 

Fig. 4 shows the time domain waveform, the amplitude spectrum and the STFT spectrum of the NLFM signal in Eq. (11) .

Fig. 5 describes the spectral amplification factor η versus the system parameter b 1 . With the increase of the system pa-

rameter b 1 , the spectral amplification factor η increases first and then decreases. The peak value appears in the resonance

curve. It shows that the resonance still occurs under appropriate system parameters, even there is only a single external

signal in the excitation. Compared with Fig. 2 , the curve in Fig. 5 represents the same trend. Under the optimal system

parameters, the aperiodic resonance output is obtained as shown in Fig. 6 . By comparing Figs. 4 (a)–(b) with Figs. 6 (a)–(b),

we find that the NLFM signal is enhanced successfully. Meanwhile, comparing with Fig. 4 (c), Fig. 6 (c) illustrates that the

proposed method also extracts the time-varying characteristic frequency. Thus, the NLFM signal can be enhanced based on

the proposed method. 

3.3. The NLFM signal with frequency first increasing and then fixed over time 

The frequency of the NLFM signal increases first and then remains unchanged over time. The NLFM signal is as follows

s ( t ) = s 3 ( t ) = 

{
A cos 

(
πγ t 3 + 2 π f 0 t + ϕ 

)
0 ≤ t ≤ t 1 

A cos 
[(

3 πγ t 2 1 + 2 π f 0 
)
t + ϕ 

]
t 1 < t 

, (12) 

where t 1 is the critical time of frequency conversion. 

Figs. 7 (a)–(c) corresponds to the time domain waveform, the amplitude spectrum and the STFT spectrum of s ( t ) in

Eq. (12) , respectively. Fig. 8 represents the spectral amplification factor η versus the system parameter b 1 . Firstly, the spectral

amplification factor η increases with the increasing of system parameter b 1 , but then reaches the maximum and decreases

again. Compared with the previous resonance curve, the curve in Fig. 8 shows the same trend. Namely, when the input sig-

nal of the nonlinear system is only considered, the aperiodic resonance phenomenon still occurs. The system output in Fig. 9

is obtained through the optimal parameters. Compared with the raw NLFM signal in Fig. 7 , the enhancement of the NLFM

signal is illustrated in Figs. 9 (a)–(b) and the time-varying characteristic frequency is extracted in Fig. 9 (c). These similar

results show that the proposed method can be used to enhance the NLFM signal. 
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Fig. 6. The system output, (a) the time domain waveform, (b) the amplitude spectrum, (c) the STFT spectrum. The simulation parameters are a 1 = 0.01, 

b 1 = 0.21, δ1 = 0.2, m 0 = 1500 and d = 24. 

Fig. 7. The input NLFM signal, (a) the time domain waveform, (b) the amplitude spectrum, (c) the STFT spectrum. The simulation parameters are A = 0.1, 

γ = 0.1, f 0 = 1, t 1 = 6, ϕ = 0, f min = 1 and f max = 6.4. 
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Fig. 8. The spectral amplification factor η versus the system parameter b 1 . The simulation parameters are a 1 = 0.01, δ1 = 0.2, m 0 = 1500 and d = 24. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3.4. The NLFM signal with frequency first invariant and then decreased over time 

With the increase of time, the NLFM signal whose frequency remains unchanged and then decreases is as follows 

s ( t ) = s 4 ( t ) = 

{
A cos ( 2 π f 0 t + ϕ ) 0 ≤ t ≤ t 1 
A cos 

[
−πγ ( t − t 1 ) 

3 + 2 π f 0 ( t − t 1 ) + ϕ 

]
t 1 < t 

(13) 

where t 1 is the critical time of frequency conversion. 

Fig. 10 gives the time domain waveform, the amplitude spectrum and the STFT spectrum of s ( t ) in Eq. (13) . Fig. 11 repre-

sents the spectral amplification factor η versus the system parameter b 1 . The maximum value of the spectral amplification

factor η is appeared with increasing of system parameter b 1 . Once again, they show aperiodic resonance without any auxil-

iary signal or noise. Meanwhile, the results show that the system parameters is a key factor to induce aperiodic resonance.

Thus, the resonance curve in Fig. 11 is used to determine the optimal system parameters. Under the optimal system param-

eters, the system output is obtained as shown in Fig. 12 . Comparing the input NLFM signal in Figs. 10 (a)-(b) with the system

output in Figs. 12 (a)–(b), we find that the NLFM signal is enhanced successfully. Moreover, the time-varying characteristic

frequency is also extracted in Fig. 12 (c). Compared with the previous results, Figs. 10–12 further illustrates the effectiveness

of the proposed method. 

3.5. The NLFM signal with frequency first increased and then invariant and final decreased over time 

In this subsection, the studied NLFM signal is as follows 

s ( t ) = s 5 ( t ) = 

⎧ ⎪ ⎨ 

⎪ ⎩ 

A cos 
(
πγ t 3 + 2 π f 0 t + ϕ 

)
0 ≤ t ≤ t 1 

A cos 
[(

3 πγ t 1 
2 + 2 π f 0 

)
t + ϕ 

]
t 1 < t ≤ t 2 

A cos 
[
−πγ ( t − t 2 ) 

3 + 

(
3 πγ t 1 

2 + 2 π f 
)

× ( t − t 2 ) + ϕ 

]
t 2 < t 

(14) 

where t 1 , t 2 are the critical time of frequency conversion. 

Figs. 13 (a)–(c) corresponds to the time domain waveform, the amplitude spectrum and the STFT spectrum of s ( t ) in

Eq. (14) , respectively. Fig. 14 illustrates the spectral amplification factor η versus the system parameter b 1 . The peak value

in the curve means that the aperiodic resonance appears. The result shows that aperiodic resonance can be induced by

tuning system parameters even without auxiliary signal or noise. Fig. 15 shows the system output under the optimal system

parameters. Through the analysis of Figs. 13 (a)–(b) and Figs. 15 (a)–(b), the NLFM signal is enhanced by the proposed method.

Moreover, in Fig. 15 (c), this method also extracts the time-varying characteristic frequency. This indicates that the proposed

method can enhance the NLFM signal effectively once again. 
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Fig. 9. The system output, (a) the time domain waveform, (b) the amplitude spectrum, (c) the STFT spectrum. The simulation parameters are a 1 = 0.01, 

b 1 = 0.19, δ1 = 0.2, m 0 = 1500 and d = 24. 

Fig. 10. The input NLFM signal, (a) the time domain waveform, (b) the amplitude spectrum, (c) the STFT spectrum. The simulation parameters are A = 0.1, 

γ = 0.1, f 0 = 10, t 1 = 6, ϕ = 0, f min = 4.6 and f max = 10. 
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Fig. 11. The spectral amplification factor η versus the system parameter b 1 . The simulation parameters are a 1 = 0.01, δ1 = 0.2, m 0 = 1500 and d = 24. 

Fig. 12. The system output, (a) the time domain waveform, (b) the amplitude spectrum, (c) the STFT spectrum. The simulation parameters are a 1 = 0.01, 

b 1 = 0.21, δ1 = 0.2, m 0 = 1500 and d = 24. 

 

 

 

 

3.6. The NLFM signal with noise 

In this subsection, we use the method to process the NLFM signal with noise. In strong background noise, the signal

processing method is different from the proposed method in this manuscript [41] . Hence, the noise is not very strong here.

As mentioned in the Introduction section, the research in this paper is different from the signal enhancement methods of

SR and VR. The resonance phenomenon is realized without the aid of additional noise or auxiliary signal. To study aperiodic
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Fig. 13. The input NLFM signal, (a) the time domain waveform, (b) the amplitude spectrum, (c) the STFT spectrum. The simulation parameters are A = 0.1, 

γ = 0.1, f 0 = 1, t 1 = 6, t 2 = 12, ϕ = 0, f min = 1 and f max = 6.4. 

Fig. 14. The spectral amplification factor η versus the system parameter b 1 . The simulation parameters are a 1 = 0.01, δ1 = 0.2, m 0 = 1500 and d = 36. 

 

 

 

 

 

 

resonance for processing the NLFM signal with noise, we add Gaussian white noise ξ (t) to the NLFM signal s 1 ( t ). Here, the

statistical property of the Gaussian white noise is 

〈 ξ ( t ) 〉 = 0 , 
〈
ξ ( t ) ξ

(
t ′ 
)〉

= 2 Dδ(t − t ′ ) (15)

Fig. 16 shows the NLFM signal s 1 ( t ) with noise intensity D = 0.01. The signal is obviously polluted by the noise. Fig. 17

illustrates the spectral amplification factor η versus the system parameter b 1 . The peak value in the curve indicates that the

aperiodic resonance appears. Meanwhile, the curve also give an optimal b 1 to induce aperiodic resonance. Next, based on

the optimal system parameter, we get Fig. 18 by using the proposed method. Comparing the STFT spectrum of Fig. 16 and
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Fig. 15. The system output, (a) the time domain waveform, (b) the amplitude spectrum, (c) the STFT spectrum. The simulation parameters are a 1 = 0.01, 

b 1 = 0.2, δ1 = 0.2, m 0 = 1500 and d = 36. 

Fig. 16. The input NLFM signal with weak noise, (a) the time domain waveform, (b) the amplitude spectrum, (c) the STFT spectrum. The simulation 

parameters are A = 0.1, γ = 0.1, f 0 = 1, ϕ = 0, D = 0.01, f min = 1 and f max = 6.4. 
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Fig. 17. The spectral amplification factor η versus the system parameter b 1 . The simulation parameters are a 1 = 0.01, δ1 = 0.2, m 0 = 1500 and d = 24. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 18 , we can observe that the NLFM signal with noise is enhanced effectively. In addition, we also find that the noise is

removed. It illustrates that the aperiodic resonance still represents a favorable performance for processing the NLFM signal

with noise. 

4. Experimental verification 

In order to extend the application of the proposed method, we use the experimental signal to verify the feasibility of

this method. The experimental signal is a bearing fault vibration signal with time-varying characteristic frequency, which is

obtained under variable speed condition. 

4.1. The experimental rig 

The experimental signal is collected from the experimental rig, as shown in Fig. 19 . First, acceleration senor with type

1A206E collects the vibration signal. Then, the vibration signal is transmitted to laptop by acquisition card with type NI9234.

Finally, by using the LabVIEW software and DAQmx driver, the experimental signal is read. In addition, frequency converter

controls the speed of motor with type 198 BGL-H 5P5 15/80 to meet the requirement of variable speed. Meanwhile, torque

sensor and radial loading device provide the brake torque and the radial force, respectively. The types of them are JN-DN

and ZQ-21B-1. 

The training bearing with type N306E is used in the test, which has a scratch in the outer ring. The specific size of the

scratch is 0.5 mm × 1.2 mm (depth × width). The theoretical fault frequency f o of the bearing outer ring is 

f o = 

ZN 

120 

(
1 − D r 

D p 
cos α

)
(16)

In this section, the number of rolling elements Z = 11, the diameter of rolling element D r = 10 mm, the pitch diameter

of the bearing D p = 52 mm, the contact angle α = 0. The rotational speed N in this test increases from 10 Hz to 25 Hz.

According to Eq. (16) , f o increases from 44.423 Hz to 111.056 Hz. 

4.2. The processing of the experimental signal 

Fig. 20 gives the time domain waveform, the amplitude spectrum and the STFT spectrum of the experimental signal.

In the STFT spectrum, we get the time-varying characteristic frequency of bearing fault and its superharmonic component.

Fig. 21 represents the aperiodic resonance directly excited by the aperiodic signal. The value of b 1 at the peak of curve is

the optimal system parameter for induced aperiodic resonance. Subsequent, under the optimal system parameter, we obtain

Fig. 22 by the proposed method. In Fig. 22 (c), the time-varying characteristic frequency of bearing fault is enhanced by this

method. Meanwhile, it also extracts the time-varying characteristic frequency of bearing fault. In addition, its interference
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Fig. 18. The system output, (a) the time domain waveform, (b) the amplitude spectrum, (c) the STFT spectrum. The simulation parameters are a 1 = 0.01, 

b 1 = 0.13, δ1 = 0.2 m 0 = 1500, and d = 24. 

Fig. 19. The experimental rig. 

 

 

 

 

 

 

superharmonic components are almost removed. The results show that the re-scaled aperiodic resonance method is also

effective in bearing fault diagnosis. 

A Gaussian white noise is added to the experimental signal to simulate the noise background. The experiment signal

with noise D = 300 is shown in Fig. 23 . Here, we must emphasized that unit of the vibration signal is mV . The amplitude

of the vibration signal is large in this unit. Hence, the noise intensity is also large here. The curve in Fig. 24 shows that

the aperiodic resonance is excited by this signal. By using the proposed method, we get Fig. 25 . It illustrates that the time-

varying characteristic frequency of bearing fault is enhanced. Meanwhile, the noise and other interference superharmonic
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Fig. 20. The input experimental signal, (a) the time domain waveform, (b) the amplitude spectrum, (c) the STFT spectrum. The parameters are 

f min = 44.423 Hz and f max = 111.056 Hz. 

Fig. 21. The spectral amplification factor η versus the system parameter b 1 . The simulation parameters are a 1 = 0.01, δ1 = 0.2, m 0 = 1500 and d = 40. 
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Fig. 22. The system output, (a) the time domain waveform, (b) the amplitude spectrum, (c) the STFT spectrum. The simulation parameters are a 1 = 0.01, 

b 1 = 0.0 0 0 012, δ1 = 0.2, m 0 = 150 0 and d = 40. 

Fig. 23. The input experimental signal with noise, (a) the time domain waveform, (b) the amplitude spectrum, (c) the STFT spectrum. The parameters are 

f min = 44.423 Hz and f max = 111.056 Hz. 
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Fig. 24. The spectral amplification factor η versus the system parameter b 1 . The simulation parameters are a 1 = 0.01, δ1 = 0.2, m 0 = 1500 and d = 40. 

Fig. 25. The system output, (a) the time domain waveform, (b) the amplitude spectrum, (c) the STFT spectrum. The simulation parameters are a 1 = 0.01, 

b 1 = 0.0 0 0 014, δ1 = 0.2, m 0 = 150 0 and d = 40. 
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Fig. 26. The flow chart of the adaptive piecewise re-scaled aperiodic resonance method. 

 

 

 

 

 

 

 

 

 

 

 

components are almost removed. In a word, the results show that the proposed method has an excellent effect even in

noise background. 

5. Adaptive piecewise re-scaled aperiodic resonance method 

In the previous sections, the optimal parameters of aperiodic resonance are determined by characterizing the resonance

curve. In the process of finding the optimal parameters, on the one hand, it is unnecessary to make an iteration loop to find

the peak value of the resonance curve. On the other hand, the precision of the result depends on the step setting in the

iteration loop. Thus, this process is complicated and takes a long time, which may have a negative role on the application

of the proposed method. In order to solve this problem, an optimization algorithm is introduced in this paper. Based on

the optimization algorithm, the system parameters are adaptively selected to simplify the processing flow and improve the

computational efficiency of the method. 

Here, the spectrum amplification factor is used as the fitness function. Meanwhile, the quantum particle swarm opti-

mization (QPSO) algorithm is used to quickly find the optimal parameters [42] . The algorithm steps are as follows, 

(1) The maximum iteration times is set to 200. The number of particle swarm is set to 50, where each particle position

represents a potential solution. Search space is set to a 1 ∈ (0.01, 2), b 1 ∈ (0.01, 2) and m 0 ∈ (100, 5000). 

(2) According to the fitness function, the fitness value of each particle is calculated at the initial position. Meanwhile, the

fitness value obtained is taken as the elitist of the first generation of particles. The maximum value is regarded as the

global optimal fitness value. 

(3) Start the iteration. The position of the particle is adaptively updated in each iteration. 

(4) Update the position of the particle and calculate the fitness value of each particle. 
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Fig. 27. Iterative process of the adaptive piecewise re-scaled aperiodic resonance method. 

Fig. 28. The system output obtained by adaptive aperiodic resonance, (a) the time domain waveform, (b) the amplitude spectrum, (c) the STFT spectrum. 

The simulation parameters are a 1 = 0.0269, b 1 = 0.012, δ1 = 0.2, m 0 = 3494 and d = 36. 

 

 

 

 

 

(5) The fitness value of the elitist is updated by comparing with the last iteration. At the same time, the elitist is com-

pared with the global optimal fitness value. If it is better than the global optimization, it is regarded as a new global

optimal fitness value. 

(6) Repeat steps (3) to (5) until the number of iterations reaches 200. 

(7) When the number of iterations reaches the maximum iteration times, the current optimal value is output. 

Combined with the QPSO algorithm, the specific process of an adaptive piecewise re-scaled aperiodic resonance method

is shown in Fig. 26 . The NLFM signal in subSection 3.5 is taken as an example to verify the validation of the proposed

method. Fig. 27 gives the convergence curve of the adaptive piecewise re-scaled aperiodic resonance method. The conver-
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gence curve can converge quickly until the iteration times reaches 90. At this point, the optimal parameters are obtained

by QPSO algorithm, which are a 1 = 0.0269, b 1 = 0.012, m 0 = 3494, respectively. Under the optimum parameters, the sys-

tem output is obtained as shown in Fig. 28 . The value of the spectrum amplification factor is much larger than the peak

value in Fig. 14 . It illustrate a much stronger resonance performance. It is because we search the optimal system parameters

a 1 and b 1 simultaneously. In Fig. 14 , only the optimal b 1 is obtained under a fixed a 1 . In other words, the resonance in

Fig. 28 is a bona fide resonance. The NLFM signal is still enhanced and the time-varying characteristic frequency extracted

well. Compared with the aperiodic resonance obtained by tuning b 1 parameters, the adaptive aperiodic resonance not only

has a better enhancement effect, but also can quickly obtain the optimal parameters. 

6. Conclusion 

In this work, a new aperiodic resonance phenomenon in a nonlinear system excited by NLFM signal is realized by a

piecewise re-scaled method. Different types of NLFM signal can be enhanced by the aperiodic resonance. The validity of

this method is first verified by constructing several kinds of NLFM signal. The method can also be used in a noise back-

ground. Then, the above results are verified once again by experimental vibration signals corresponding to bearing fault un-

der variable speed condition. The method cannot only enhance signal, but also remove noise and interference components.

It provides a reference in processing the non-stationary signal in some real engineering occasions. In order to select system

parameters to induce an optimal system resonance quickly, an adaptive piecewise re-scaled aperiodic resonance method is

further put forward. With the help of the QPSO algorithm, the problem of optimal parameters selection is solved excel-

lently. Meanwhile, compared with the results obtained without using the QPSO algorithm, this method has a much better

enhancement effect. The adaptive aperiodic resonance obtained by the optimization algorithm is a bona fide resonance. 

Differently as what happens with the famous SR or VR, besides the single external characteristic signal, there is no other

auxiliary signal or noise. It is only necessary to select appropriate system parameters under the single external excitation to

induce a strong resonance. This constitutes a new result in the paper, especially for NLFM signal excitation case. 
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